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Heat Losses From Underground 
Steam Pipelines 
A new transient solution describing the heat transfer around a single buried steam 
pipe was developed. The solution technique uses Green's functions and is particular
ly appropriate at distances greater than two or three pipe radii from the pipe. The 
solution models the pipe as a line heat source and considers a convective boundary 
condition at the soil surface. It was shown that for long time periods, the solution 
reduces to a steady-state expression that is believed to describe heat loss rates better 
than some current, commonly used steady-state relations. The solution was used 
with parameter estimation techniques to design an experimental procedure for deter
mining buried steam pipe heat loss rates and depths from near-surface soil 
temperature measurements. Sensitivity coefficients derived from the solution were 
used to identify the linearly independent parameters and the optimum locations for 
the temperature measurements. An example of the use of this procedure is 
presented. 

1 Introduction 

District and central heating systems have been applied ex
tensively througout the United States. In many systems, heat is 
distributed to buildings from a central plant as steam flowing 
through buried pipelines. Frequently, the insulation around 
the buried pipes deteriorates and causes excessive heat loss. 
Because of increasing fuel costs and the high expense of 
replacing steam mains, a procedure for estimating heat loss to 
assist in determining the necessity or priority of pipeline 
replacement is of great interest. The basic objective of this 
paper is to present a simple method for estimating the relative 
heat loss from underground steam pipelines. 

The paper presents a procedure for estimating heat loss 
from single underground steam pipelines using soil 
temperatures measured relatively near the ground surface. It 
has the advantage of using temperature values relatively easy 
to obtain compared with the method using deep (> 0.6 m) sub
surface values (Kusuda et al., 1983). The latter method often 
requires a relatively large ground-drilling device to position 
the temperature sensors. 

The analytical justification for using shallow underground 
temperature measurements is presented. This method requires 
that the soil heat transfer coefficient h be included in the 
analysis. The influence of this parameter on deep subsurface 
temperatures is not important and thus was not included in the 
analysis published by Kusuda et al. (1983). The transient 
nature of the in situ temperature measurements is also ad
dressed in this paper. This analysis is limited to heat losses 
from a single underground pipe. For systems with condensate 
return, it should be noted that the condensate temperature is 
much lower than the supply steam temperature and, as a con
sequence, the condensate heat loss is much lower. 

A number of investigators have proposed mathematical 
models for the steady-state temperature distribution around 
buried pipes with heat loss to the ground surface. These 
models are based on a solution of a two-dimensional heat con
duction problem which, for constant thermal conductivity, in
volves Laplace's equation with appropriate boundary condi
tions. One of the earliest solutions is from Schofield (1941), 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division September 
25, 1987. Keywords: Conduction, Measurement Techniques, Transient and 
Unsteady Heat Transfer. 

who gave the temperature distribution around a line source in
side a semi-infinite medium with an isothermal surface. He 
proposed a correction, called Schofield's added-thickness 
rule, for the convective heat loss at the ground surface. Eckert 
and Drake (1957) also discussed the case of a line source in a 
semi-infinite medium with an isothermal surface. 

Several authors considered finite-diameter buried cylinders 
but provided numerical values for only the thermal resistance 
rather than the temperature distribution, which is required 
herein. Thiyagarajan and Yovanovich (1974) gave the thermal 
resistance for a constant heat flux at the pipe and an isother
mal surface of the semi-infinite body. Schneider (1985) 
calculated the resistance for a convective boundary condition 
at the pipe as well as the ground surface. 

The Green's function method is used herein to solve the 
transient heat transfer problem, and the significance of the 
transient solution is addressed. An example of using this solu
tion to estimate buried steam pipe heat losses from shallow 
(<0.3 m) subsurface temperature measurements is given. In 
this procedure, the analytical solution was used together with 
parameter estimation theory to determine the optimum loca
tions for the temperature measurements. 

2 Heat Transfer Model 

A transient heat conduction model is employed to describe 
the temperature distribution near the buried pipe. The 
physical model (Fig. 1) shows a steam pipe located a distance 
D below the soil surface. The main quantity of interest is the 
heat flow per unit length of "pipe, Q. Details regarding the 
temperature distribution near the pipe are not needed, because 
the temperature measurements are made "far" (two or three 
pipe radii) from the pipe (Thiyagarjan and Yovanovich, 1974). 
Hence, information regarding the heat transfer coefficient in
side the pipe and the insulation of the pipe is not needed. At 
the soil surface are a time-varying absorbed solar heat flux of 
qsoi(t) and the heat transfer to the ambient air at temperature 
T„{t); the heat transfer coefficient at the surface of the soil is 
denoted by h. 

The temperature distribution in the soil around steam pipes, 
particularly near the soil-air surface, is transient with daily 
and yearly variations. It is pointed out herein that it is ap
propriate to use a steady-state solution, provided the correct 
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Fig. 1 Diagram showing a steam pipe buried a depth D below soil 
surface 

one-dimensional transient temperatures are used. This point is 
important if near-surface soil temperature measurements are 
taken over several hours. To explain the problem more fully, a 
new transient analysis based on the use of Green's functions is 
presented. 

The main assumptions for the heat transfer model are as 
follows: conduction is the dominant mode of heat flow in the 
soil; the soil thermal conductivity k, specific heat c, and densi
ty p are constant; the ground surface heat transfer coefficient 
h is constant with position and time; radiation from the heated 
soil surface can be incorporated into the convective heat 
transfer coefficient; the soil surface conditions are uniform 
with x (Fig. 1); the depth D of the pipe is "large" compared to 
the effective pipe radius; the temperatures are measured near 
the soil surface, not near the pipe; the heat flow Q does not 
vary or varies only slowly with time and does not vary or 
varies only slightly along the pipe axis. 

The soil thermal conductivity is assumed to be constant in 
this investigtion because the primary purpose of this pro
cedure is to determine the regions of relatively large heat losses 
in buried steam networks. Although the conductivity is depen
dent on the soil composition and moisture content, the ther
mal diffusion equation used in this analysis typically smoothes 
the variations in this parameter. The justification of this 
assumption can be checked further by examining the 
temperature residuals—the differences between the measured 
and calculated temperatures. If the differences are small and 
random, then the assumption is adequate; and if not, the 
model may need improvement. Examination of the data 
published by Kusuda et al. (1983) revealed relatively small 
residuals. Moreover, in an independent test by the authors in 
the Oak Ridge, TN, area, transient soil temperatures obtained 
at depths from several centimeters to more than one meter 
were analyzed using sequential estimation theory (Beck and 
Arnold, 1977) to estimate the soil thermal diffusivity. The dif-

fusivity value was found to be a constant, and the residuals us
ing the diffusion model were very small. 

The mathematical model is the two-dimensional transient 
heat conduction equation 

d2T d2T 
- + - T 

dT 

L dx2 dy2 

The boundary condition at the soil surface, y = 0, is 

dT 

dy y = 0 
= h To,(t)-T(x,0,t) + Qsol(t) 

(1) 

(2) 

Both T„(t) and qsoi(t) can have arbitrary time variations. 
For large values of y (i.e., large soil depths), the temperature 
approaches a constant, 

T(x,oo, t) = T0 (3) 

For large absolute values of the horizontal distance x, there is 
negligible effect of the steam pipe; thus, the heat flow is one-
dimensional and there is no gradient in the x direction 

— k = 0, for x— oo and x~ — °° (4) 
dx 

The initial temperature distribution is unknown, but its value 
is not critical, because the time period continues indefinitely. 
One of the simplest assumptions is to choose the "initial time" 
to be when the one-dimensional temperature distribution is 
nearly equal to the deep depth value of T0 

T(x,y,0)=T0 (5) 

In addition to the above, there is an energy source due to the 
buried steam pipe. Because the depth D is assumed to be large 
compared to the pipe radius (two or three pipe radii away), the 
pipe can be simply modeled as a line source g 

g = Q8(D-y')5(x') (6) 

where S(z) is the Dirac delta function; it has the 
characteristics of having the integral over x' a n d / ' of S(Z) — 
y' )8{x') equal to unity if it includes 5(D)8(0), or, otherwise, 
zero. 

The general solution for equations (l)-(6) can be sym
bolically written, using Green's functions, in the form (Beck 
and Karnitz, 1986) 

T(x,y,t) = T0 

+ ~r\ VSOI(T) , G(x,y,t;x',0,T)dx'dT 
ft J T = 0 J X = - O O 

ah f ' 
k JT=O 

G(x, y, t\ x', 0, T)dx'dr 

N o m e n c l a t u r e 

b = dimensionless quantity 
defined in equation (9e) 

Bi = Biot number = hD/k 
c = specific heat 

D = depth of pipe 
£•](•) = expected value integral 

defined in equation (9b) 
g = volume energy source 

G(«) = Green's function 
h = heat transfer coefficient 
k = thermal conductivity 
n = number of datum points 
Q = heat loss per unit length of 

pipe 
qsol = solar heat flux 

$LS — 
t = 

T = 
T0 = 
T, = 

Ta = 
x = 

xn = 

y = 

dimensionless radius defined 
in equation (9c) 
dimensionless radius defined 
in equation (9d) 
least squares sum function 
time 
temperature 
initial temperature 
undisturbed temperature at 
depth y 
ambient air temperature 
horizontal distance normal 
to pipe centerline 
correction for pipe 
centerline location 
depth below surface 

Y = 
a -
(3 = 
7 = 

«(•) = 
A7 = 

P = 
T = 

= measured temperature 
= thermal diffusivity = k/pc 
= parameter 
= Euler's constant in equation 

(10) 
= Dirac delta function 
= optimality criterion defined 

in equation (22) 
= density 
= dummy time variable 

Subscripts and Superscripts 
/ = datum point number 

k = iteration 
' = dummy variable 
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+ —[' Q\°° f" G(x,y,t;x',y',r) 
k J r = o J.V =-<» J ^ =o 

x5(D-y')d(x')dx'dy'dT 

(7) 

The second and third terms on the right side of the equation 
represent the temperature distribution in the soil if no heat 
source is present. Because this distribution is independent of x, 
these terms can be represented by the function Tt(y, t). Using 
the notation for Green's functions proposed by Beck (1984), 
equation (7) becomes 

T(x,y,t) = T0 + Tl(y,t) + 
oQf' 

k Jr= 

Gxoo(x, t; 0, T)GYiQ{y, t; D, r)dT 

where 

Gxm{x, t; 0, T) = [4a7r(/-T)]-1 / 2exp 

and 

r *—\ 
L 4a(t-r)l 

(8a) 

(8b) 

Gno(y, f,D, r) = [4a7r(/-T)]~1/2fexp[" j - y D) -1 (8c) 
v. L 4a(t — T) J 

+ exp [-
(y + Df 

xerfc 

4a(t-r) J 
]~exp[- ot(t-T)h2 h(y + D) 

k2 

Details of the integration of this relation are given by Beck and 
Karnitz (1986). For Biot numbers having values greater than 
10, the range of interest, the integrated relation is 

T(x,y, t) = T0 + Tt(y, t) +~\Ei (• 
4rk (. \ n1 \ 

4at/D2 ) 

-£ ,(^-)+ 2 e x^"^(^r^-')] 
where Ex, rj1"2, and r$2 are defined by 

E{(z)= u~le^"du 

f-(-f)'*(i-0: 

ID 
-+1 

Bi r / x 

(9a) 

(9b) 

(9c) 

(9d) 

(9c) 

& ) * & « ) 

Equation (9) is the transient solution for the temperature at 
any x and y in the ground for the pipe located aty = D and x 
= 0. 

If the temperatures of the steam do not vary with time, the 

> (00 (STEADY STATE) 

1 MONTH 

25 I 

0.5 4.0 1.5 2.0 2.5 3.0 
HORIZONAL DISTANCE NORMAL 

TO PIPE CENTERLINE (m) 

3.5 

Fig. 2 Temperature at y = 0.23 m lor D = 1.22 m, Q = 385 VWm, Bi = 10, 
T0 + T1(y,0 = 27.2oC 

solution can be simplified by letting t go to infinity, but Ex (z) 
with z — 0 goes to infinity. However, for the first two Ex(*) 
expressions in equation (9), one positive and one negative, this 
effect cancels. Using the relation (Abramowitz and Stegan, 
1964) 

El(z)=y-lnz + z-. . . , 7 = 0.577216 (10) 

in equation (9) for small z (i.e., large times /) gives the 
"steady-state" result of 

Ts(x,y,t) = T0 + Ti(y,0 

Q 
4-wk 

In 
x2+(y+D)2 

x2+(y~D)2 + 2exp(Z?-1)£i(^1) (11) 

Furthermore, for Bi having values of at least 10, the value of 
b~l is at least 5. For such "large" values, exp(6~') Ex(b~l) in 
equation (11) can be approximated by 

exp(Z? i) = Z)-Z,2 + 26 3 -36 4 (12) 

') in equation (11) is quite impor-

l)E,(b 

The term exptfr1) E^b 
tant, particularly so when measurements are taken near the 
ground surface, because the natural logarithm term goes to 
zero and it is the only contribution inside the brackets. 

Plots of the above equations are instructive. The transient 
relation given by equation (9) is considered first, and the 
following values are used: A: = 1.3 W / m - K , a = 0.485 x 
10-6m2 /s ) .y = 0.23 m , D = 1.22 m, Q = 385 W/m, and h = 
10.65 W / m 2 - K . For convenience, the sum of T0 and Tx(y, t) 
is considered to be the constant value of 27.2°C. Figure 2 
shows a plot of equation (9) for these conditions; the 
temperature is plotted versus distance for fixed dimensionless 
times. Three observations are drawn from this figure. First, 
the transients are quite slow. If a pipeline is not used during an 
extended period, then the temperature can take as long as ten 
months to approach steady-state conditions after being reac
tivated. Second, the thermal effect can extend a considerable 
distance from the pipe; the distance to decrease to 50 percent 
of the maximum steady state value is about 1.2 m (about D), 
and the distance to reduce to 10 percent of the maximum is 3.6 
m (about 3D). Third, although the temperature changes con
siderably between at/D2 = 1 and 10, the difference in the 
temperature at x = 0 and that at a moderate distance (such as 
x = 1.2 or 2.4 m) is nearly constant. In other words, the shape 
of the temperature curve is nearly constant for at/D2 > 1 and 
for x < 2D. 

For steady-state conditions, Fig. 3 shows a plot of equation 
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Fig. 3 Steady-state temperatures at y = 
Q = 385 W/m 

0.23 m for D = 1.22 m and 

(11) at the above conditions for different Bi values. Doubling 
the Bi value (doubling of the h value) from 10 to 20, the ex
pected range of interest, causes only a 2.8 K change at x = 0. 
This insensitivity of temperature changes to changes in Bi 
values suggests that the value of h need not be precisely known 
when estimating Q. 

For Bi greater than 10, an excellent approximation can be 
made to the steady-state solution, equation (11), by letting 

In 
TV 

x2 + (y-D)2 = ln 
x2 + (y + D)2 

x2 + {y-D)2 - + 2exp(b~lEl(b~1), (13) 

and solving for TV. Using equation (12) to evaluate exp(b~') 
E}(b~l) and neglecting the higher order terms, it was shown 
by Beck and Karnitz (1986) that 

Ts(x,y,t) = T0 + Tx(y,f) 

Q 
4-wk 

/ x \ 2 / v 2 \ 2 4 

hn) +U-+ 1 + i i) ~w 
In 

tir)'+&->)' 
(14) 

Equation (14) is an improvement on Schofield's added-
thickness rule for buried line heat sources with convective heat 
transfer at the ground surface (Schofield, 1941). If the - 4/Bi2 

term is dropped, equation (14) becomes the Schofield relation. 

3 Parameter Estimation Procedure 
Parameter estimation theory has been under development 

for a number of years, and many papers and several books 
have been written on this subject (e.g., Beck and Arnold, 
1977; Bard, 1974; Draper and Smith, 1966; Daniel and Wood, 
1971). The method of least squares is used herein. Several im
portant concepts related to the sensitivity coefficients and ex
perimental design are noted. Beck and Arnold (1977) list eight 
standard statistical assumptions for the least-squares method 
to be appropriate. If the assumptions are not satisfied, 
another method may be more appropriate. 

The least-squares criterion is that the sum SLS 

>LS- t(Yr •T, (15) 

is minimized with respect to the parameters. At the minimum 
value of the sum, the first derivatives with respect to the 
unknown parameters are zero. The parameters of interest here 
are Q and D in equation (14), because both the buried pipe 
heat loss rate and depth are often unknown in field situations. 
The first derivatives of equation (15) for these parameters are 

9SLS 

9Q 

dSLS 

3D 

Y; 
dTj 

~d~Q 

dT, 

ID 

= o 

= o (16) 

Because the value of Tin equation (14) is a nonlinear function 
of D, equation (16) is a set of nonlinear equations. 

These nonlinear equations can be solved using the Gauss 
linearization procedure (Beck and Arnold, 1977). This is an 
iteration procedure starting with initial estimates of Q and D. 
At the kth iteration in this procedure, the value of 71,- in equa
tion (16) is replaced with T\k+l) determined by the Taylor" 
series approximation 

flk+D-j'lk) + 
97f> 

~dQ~ [° ( * + i ) . )(*•) 
QT[k) 

[•> (*+!)_£)<*> 
3D 

(17) 

New values of Q and D for the k + 1 iteration are then 
calculated by combining equations (16) and (17) and solving 
them simultaneously. The partial derivatives are evaluated in 
this calculation using the values of Q and D calculated in the 
preceding iteration. The iteration continues until the change in 
the values of Q and D between iterations become negligible. 
See Beck and Arnold (1977) for refinements of this procedure. 

The partial derivatives in equations (16) and (17) are called 
"sensitivity coefficients," and examination of these coeffi
cients can be effective in devising soil temperature experiments 
for estimating Q and D. 

In general, the sensitivity coefficients are desired to be (1) 
large and (2) uncorrelated. The physical units of the coeffi
cient depend on the unit of the parameter; therefore, it is con
venient to compare the values of the normalized coefficient, /3 
9779/3, where /3 is the parameter. If T has units of 
temperature, the value of the normalized coefficient has the 
unit of temperature and can be compared with the actual 
temperature rise in the experiment. If the value is on the order 
of the magnitude of the T change, then the sensitivity coeffi
cients are termed "large." 

The term "uncorrelated" means that the sensitivity coeffi
cients are not linearly dependent. For the temperature relation 
given by equation (14), there is a linear dependence between 
the parameters Q, k, and h, because it can be shown that 

dT dT dT 

dQ dh dk 
(18) 

Because of equation (18), it is not possible to measure the 
values of all these parameters simultaneously from a set of 
temperature measurements. 

In the other extreme case of estimating a single parameter, 
each of the above parameters can be estimated if the others are 
known, because no sensitivity coefficient is zero. The sensitivi
ty coefficients for Bi = 10 are shown in Fig. 4(a) for 
measurements at the surface, and Fig. 4(b) shows values for 
y/D - 0.1875. In both figures, the Q sensitivity coefficient 
curves have the largest magnitudes. Hence, Q can be estimated 
with the greatest accuracy. The D sensitivity coefficient has a 
relatively large amplitude near x = 0. The values start negative 
and then increase to small positive values. The k sensitivity 
coefficient is very small near y = 0 and is much larger in 
amplitude for y/D = 0.1875 [Fig. 4(b)]. The h sensitivity coef
ficients is relatively small and independent of the depth y; 
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Table 1 Measured soil temperatures at Location 6 (measure
ment depth, 0.18 m) 

Location, 
m 

-1 .83 
-1 .22 
-0 .61 

0.00 
0.61 
1.22 
1.83 

15.00 
15.00 
15.00 

Temperature, 
°C 

30.6 
21.5 
33.2 
34.9 
35.2 
32.7 
30.5 
26.2 
25.7 
25.2 

hence, h is difficult to estimate accurately from temperature 
measurements in this type of experiment. On the other hand, 
fixing h at an inaccurate value while estimating the other 
parameters will not greatly affect the estimates. 

The two parameters that can be estimated simultaneously 
most accurately are Q and D. Note that the amplitudes of each 
sensitivity curve start large, but the shapes are quite different, 
with the Q curve being always positive and the D curve chang
ing signs. The fact that the Q curve starts positive and the D 
curve starts negative is not significant. It is important that 
measurements be taken at x = 0 (location of maximum ab
solute values of QdT/dQ and DdT/dD) and also at some 
distance, when DdT/dD is much smaller, to reduce the cor
relation between the D and Q sensitivity coefficients. 

The parameter k is of particular interest, in addition to Q 
and D. If measurements are only taken at y = 0, both Q and k 
cannot be estimated because the k sensitivity coefficient has 
such small amplitude [Fig. 4(a)]. Also, measurements at y/D 
= 0.1875 [Fig. 4(b)] are not sufficient because the Q and k 
sensitivity curves are nearly proportional. 

The selection of the locations for measuring the subsurface 
soil temperatures can be determined using the sensitivity coef
ficients. For estimating Q and D, the maximum sensitivity 
coefficients are located over the pipe centerline, x= 0. This is 
then expected to be one of the optimal locations. 

For the remaining temperature measurements, three other 
location on each side of the pipe and on a line perpendicular to 
the pipe were selected in this example. Specifying that the 
spacing between the adjacent locations is equal, the optimal 
experimental criterion for two parameters is to maximize the 
relation (Beck and Arnold, 1977) 

-it mm' 
Figure 5 shows the values of the A2 function using Fig. 4(b) 
sensitivity coefficient data for seven equally spaced measure
ment locations centered at x = 0. The maximum value of A2 is 
at about 1.5 m, which is the optimal location for the farthest 
temperature measurement for a pipe depth of 1.22 m and a 
measurement depth at 0.23 m. The A2 values decrease slowly 
for distances greater than 1.5 m. 

The choice of the location for the reference temperature 
measurement [sum of T0 and T, in equation (14)] is particular
ly important. It should be at a distance sufficient for the in
fluence of the pipe to be negligible—about 15 m. The type of 
soil and solar history, including shading, at this location 
should be the same as that over the steam pipe, which implies 
that this temperature should be measured nearly the same time 
as those near the pipe. 

4 An Application 

To illustrate the use of this method, near-surface soil 

Fig. 4 Steady-state sensitivity coefficients for Bi = 10 

temperatures were measured at several locations near an ex
isting 200-mm buried steam line. These data were used to 
estimate Q/k and D using the method of least squares. The 
parameter Q/k was chosen for this example because the value 
of Q is very dependent on the choice of k. 

All the temperature data were measured 0.18 m below the 
soil surface. At each data collection point, the approximate 
location of the buried pipe centerline was determined by 
measuring the ground surface temperatures. At this location, 
a small diameter (6 mm) hole was drilled. Additional holes 
were drilled at 0.61 m, 1.22 m, and 1.83 m from this location 
on each side of the pipe. These distances were selected from 
the experimental design calculations discussed above. Three 
additional holes were drilled about 15 m from the pipe to 
measure the reference temperature. Then, the holes were 
marked and allowed, to dissipate any heat generated in the 
drilling process. Later, the temperatures at the bottom of the 
0.18-m-deep holes were measured, using a thermocouple. 

An example of the soil temperatures measured at one of the 
locations is given in Table 1. The estimated standard error for 
the measured values is 0.6°C. As for most of the data, the 
values in Table 1 are skewed, with the measured temperatures 
on one side of the estimated pipe centerline location being 
higher than those equidistant on the other side of this location. 
The sensitivity coefficients, shown in Fig. 4, and the A2 func
tion values, shown in Fig. 5, indicate that the Q/k and D 
parameters are not very dependent on the precise location of 
the pipe centerline. A check was made on this, nevertheless, by 
substituting the value of x + xg for x in equation (14), where x0 
is the difference between the assumed centerline location and 
the actual centerline location. 

The sensitivity coefficients for the parameter x0 were first 
compared with those for Q and D. It was found that the three 
sensitivity coefficients are linearly independent. Furthermore, 
the curves for these three coefficients, when plotted as a func
tion of x, all have different shapes. This showed that the 
measured soil temperature data can be used to estimate the 
parameters Q/k, D, and x0 simultaneously. 

The results of this check showed that the maximum dif
ference between the estimated Q/k values is 2.2 percent, when 
including the parameter x0 in the estimation procedure as 
compared to ignoring it in the procedure. Similarly for the 
estimated D values, the maximum difference was found to be 
8r5 percent. The maximum value of x0 was estimated to be 
about 0.75 m. 
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2.8 -

2.4 -

2.0 -

<T 1-6 -

1.2 -

0.8 -

0.4 -

0.0 0.4 0.8 1.2 1.6 2.0 2.4 2.8 

FURTHEST POINT DISTANCE (m) 

Fig. 5 Optimal criterion for n = 7 and two parameters (Q and D)(D = 1.22 
m, y = 0.23 m) 

1 2 3 4 5 6 7 

LOCATION NUMBER 

Fig. 6 Q/k values for soil temperature data; least-squares analysis at 
each location 

0.8 -

0.6 -

0.4 -

0.2 -

1 2 3 4 5 6 7 

LOCATION NUMBER 

Fig. 7 D values for soil temperature data; least-squares analysis at 
each location 

The measured temperature data were used to estimate Q/k 
and D at each buried pipe location where the data were ob
tained. The parameter estimation relations, equations (16) and 
(18), were used together with the soil temperature relation, 
equation (14), to calculate these values. The reference 
temperature at each location was assumed to be the average of 

the three temperatures taken at distances far from the pipe. 
The value of the parameter x0, in addition to the other two 
parameters values, was estimated at each location. The impact 
of ignoring this parameter is small, as shown above. 

The estimated values of Q/k and D are displayed in Figs. 6 
and 7. These values are shown as a function of the location 
number and the assumed h/k values. Calculations were made 
using h/k values of 0.5, 1, 2, and 10,000 m" 1 . The largest 
value approaches infinity, which corresponds to a constant 
soil surface temperature. The changes in the value of Q/k are 
small relative to the changes in the value of h/k, particularly at 
the higher values of this independent variable. When recogniz
ing that h includes radiation from the ground to the sky, the 
value of h/k generally will be in the range of at least I r a " 1 to 
2 m _ 1 . Except for the extremes, other factors associated with 
the differences at the different pipe locations result in dif
ferences in the same order of magnitude as those associated 
with the changes in the h/k value. 

Results for the estimated values of D show much less sen
sitivity to the choice of h/k. There is greater difference with 
respect to location than to h/k. 

The standard errors for the Q/k values were estimated to be 
< 6 percent of the calculated values, and those for the D 
values were estimated to be < 9 percent of calculated values. 
These errors were derived by first calculating the variances of 
these parameters and then finding the positive square roots of 
these variances. This method is valid for measured soil 
temperatures that have additive, zero mean, and noncor-
related errors and have constant variances (Beck and Arnold, 
1977). 

The parameter k was not estimated from the soil 
temperature data. It is possible to modify the approach de
scribed here to estimate simultaneously the values of Q and k. 
However, the values of D and h must be known in this 
modified approach. Approaches using known heat sources, 
such as thermal needles, have been used to estimate k. In some 
cases having moist soil conditions, or when the soil 
temperatures are measured very close to the ground surface, 
the heat conduction model may not be adequate. In such 
cases, the parameter estimation method can be used with a 
more appropriate mathematical heat transfer model. 

5 Conclusions 

A new transient solution describing the heat transfer around 
a single buried pipe was developed. It is particularly ap
propriate at distances greater than two or three pipe radii from 
the pipe. The solution models the pipe as a line heat source 
and considers a convective boundary condition at the soil sur
face. It was shown that for large time periods, the solution 
reduces to a steady-state expression that is believed to describe 
heat loss rates better than some current, commonly used 
steady-state relations. Sample calculations indicate that the 
line heat source (steam pipe) must operate at constant 
temperatures for several months before the steady-state solu
tion is applicable. 

Sensitivity coefficients derived from the solution can be 
used to design the experiment. They can show which 
parameters are linearly independent and the optimum loca
tions for the soil temperature measurements. 

The methodology was used to estimate linear heat loss rates 
from an existing 200-mm buried steam line. The method of 
least squares was used to estimate the Q/k and D values from 
the measured soil temperatures at each location. The 
estimated parameters were generally consistent at all locations 
and only weakly dependent on the h/k values. The effect of 
miscentering, within 0.75 m, the measurement locations was 
found to be very small. 

The use of near-surface soil temperature measurements 
shows considerable promise for determining regions having 
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relatively high heat losses from buried line heat sources. 
Measuring temperatures and processing the data are relatively 
simple procedures. The principal uncertainty remaining is the 
measurement of the soil thermal conductivity. More work 
needs to be directed in this area to improve the effectiveness of 
this method. 
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Errata for "Non-Darcian Convection in Cylindrical Packed Beds" by M. L. Hunt and C. L. Tien, published in the May 

1988 issue of the ASME JOURNAL OF HEAT TRANSFER, Vol. 110, pp. 378-384. 
The following correction should be made in equation (2): 

Error Corrected version 

- r - <U« VU> = 
6Z 

-V(P)- - ^ < u > - k C l < u > l < u > 
K 

< u - v u > = - V ( P > ^-<u>-pCI<u>l<u> 
K 

± - ^ - V2<u> (2) + - £ - V2 <u> 
e 

(2) 
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Errata for "Non-Darcian Convection in Cylindrical Packed Beds" by M. L. Hunt and C. L. Tien, published in the May 
1988 issue of the ASME JOURNAL OF HEAT TRANSFER, Vol. 110, pp. 378-384. 

The following correction should be made in equation (2): 

Error 

p ~ 
- (u· vu) = - V (P) - - (u) - kC I(u) I (u) 
E2 )( 

(2) 

Corrected version 

p ~ 
- (u o vu) = - V (P) -- (u) -pCI (u) I (u) 

E2 )( 

+~ v 2 (u) 
E 

(2) 
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Inverse Heat Conduction Problem 
of Periodically Contacting Surfaces 
An inverse heat conduction method for determining the periodically time-varying 
contact conductance between two periodically contacting surfaces is presented. The 
technique is based on solving two single-region inverse problems for the contact sur
face temperature and heat flux of each solid. The time variation of contact surface 
temperature is represented with a versatile periodic B-spline basis. The dimension of 
the B-spline basis is statistically optimized and confidence bounds are derived for the 
estimated contact conductance. Typical results based on both simulated and actual 
measurements are given and a parametric study is made to illustrate the general ef
fects of measurement location, number of measurements, etc., on the accuracy of 
the results. 

Introduction 

Heat transfer between surfaces in imperfect thermal contact 
occurs in numerous practical situations, and substantial 
theoretical and experimental effort continues in the measure
ment and prediction of periodic contact conductance (or con
tact heat transfer coefficient) (Minges, 1966; Moore, 1967; 
Moore et al., 1968; Madhusudana and Fletcher, 1981). The 
special case of heat transfer across periodically contacting sur
faces is of interest due to the large number of practical ap
plications. Components in many rotary devices and in 
automated processes transfer heat periodically across contact 
surfaces. Examples include heat transfer between a valve and 
seat in an internal combustion engine, between a soldering 
iron and work piece on an assembly line, and between a hot 
workpiece and die under repetitive forming conditions. 

Analytical computations of the temperature distribution in 
periodically contacting regions when the contact conductance 
is known include the works of Howard and Sutton (1970, 
1973) and Vick and Ozijik (1981). Howard and Sutton solved 
finite difference equations using an analogue computer for the 
situations of perfect (1970) and nonperfect contact (1973). 
Vick and Ozisik (1981) used the integral transform technique 
to solve a nonperfect contact problem exactly. 

Experimental efforts specifically involving periodically con
tacting surfaces have concentrated on measuring a constant 
periodic contact conductance during the contact mode of a 
periodic contact-noncontact operation (McKinzie, 1970; 
Howard, 1976; Moses, 1985; Moses and Johnson, 1986, 
1987). The experimental apparatus typically involved two one-
dimensional rods with each of the noncontacting ends held at 
a closely controlled fixed temperature. The transverse heat 
transfer was made negligible through insulation around the 
rods so that the heat transfer was effectively one-dimensional. 
During the contact mode, the rods were held together under 
constant pressure. The contact conductance was estimated 
from surface temperature and heat flux values computed using 
either the linear (McKinzie, 1970; Howard, 1976) or quadratic 
(Moses, 1985; Moses and Johnson, 1986, 1987) extrapolation 
method. The extrapolation method utilizes multiple spatial 
temperature readings taken physically very close to each con
tacting surface. A linear or quadratic polynomial is fitted to 
the spatial data. The value and slope of the extrapolated 
polynomial at the surface define the estimated surface 
temperature and heat flux, respectively. Constant values of 
the contact conductance were determined in each of the ex
perimental investigations. However, Howard (1976) and 
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Moses (1985) both note that the actual contact conductance is 
not exactly constant during the contact mode even when 
nominally constant pressure is applied. Howard (1976) cited 
transients in the contact pressure due to the initial impact and 
indirectly investigated this point by measuring the instan
taneous electrical resistance across the contact surface. 

Instantaneous or time-varying values of the periodic contact 
conductance could not be computed due to inherent deficien
cies in the extrapolation method. The extrapolation method 
can be effective, particularly for determining average or con
stant values, depending on the particular characteristics of the 
experiment. Specifically, in order for the extrapolated values 
to model the true surface temperature and heat flux values ac
curately, the spatial measurements must be thermally extreme
ly close to the contact surface, since the transient effects are 
not accounted for by the extrapolation method. Otherwise, 
quite substantial errors occur from the extrapolation process. 
The extrapolation method is best suited to slow variations in 
the contact conditions. 

However, for many situations, the minimum distance a 
temperature sensor can be located from the contact surface is 
limited by practical machining limitations. Also care must be 
taken not to disturb the surface characteristics under con
sideration by installing the sensor too close to the surface. For 
sufficiently fast variations in the contact conditions, the 
temperature sensor cannot be mounted thermally close to the 
contact surface. Therefore, an improved method of estimating 
the instantaneous contact conductance is needed for fast 
periodic variations in the contact conditions. 

Two basic approaches are possible: (1) solve the coupled, 
two-region inverse heat conduction problem for contact con
ductance directly, and (2) decouple the regions, solve for the 
surface temperature and heat flux in each region irrespective 
of the other, and then construct the contact conductance from 
its definition. Advantages of the first approach are that con
tinuity of heat flux across the contact interface is required and 
the functional form of the computed contact conductance can 
be directly controlled. On the other hand, the second ap
proach promises to be significantly more computationally effi
cient. The first approach would result in a nonlinear, iterative 
estimation procedure for contact conductance. In addition, a 
time-consuming numerical method such as finite differences 
would be required to solve the direct problem several times at 
each iteration step. The second approach, when applied to 
constant thermal property regions, yields two linear estima
tion problems, which are quickly solved without iteration. 
Also, a computationally efficient analytical solution is 
available for evaluating the direct solution. In this work we 
implement the second approach as follows. 
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A periodic inverse heat conduction method is proposed for 
processing temperature data taken from one-dimensional ex
perimental thermal contact conductance apparatus. Constant 
thermal properties are assumed. The method is based on ap
plying a single-region, periodic inverse heat conduction ap
proach proposed recently to each rod separately (Flach and 
Ozisik, 1987). The variation of contact surface temperature 
with time for each region is represented with periodic B-
splines. From the surface temperature and heat flux values 
computed for each region, the periodic contact conductance is 
determined from its definition. The proposed approach can 
readily handle thermally fast periodic variations. The method 
can accommodate an abrupt variation in the contact surface 
temperature, which might occur due to surfaces that contact 
and separate periodically, for instance. Continuous varia
tions, due to surfaces that stay in contact but undergo a 
periodic contact pressure variation, for example, can also be 
represented by the technique. The method can be classified as 
"whole-domain" since all the measured temperature data 
(including "future" data) are used to compute simultaneously 
the entire periodic contact conductance. The method is 
statistically optimized and confidence bounds are computed 
for the estimated contact conductance to ascertain the 
statistical level of significance that can be assigned to the 
results. Examples involving both simulated and actual 
measured temperature data are presented. A parametric error 
study is also presented. 

Inverse Analysis 

Region 1 Region 2 

To, 

qi(t) q2(I) 

- I - - l ~ H > -LI—1—h—^1-
(Mi-3)A, A, A, 5, 5Z A2 A2 (M2-3)A2 

L,-(M,- l )A,-5 , L2-(M2-1)A2-S2 

-H—»-X| X 2_»- | -

• measuremenl locations 

Fig. 1 Periodic variation of the contact conductance between con
tacting one-dimensional regions 

h (t) between the two contacting surfaces can vary periodical
ly with time because of contact and noncontact condition at 
the surfaces or continuous contact but with time variation in 
contact pressure, for instance. The noncontacting end of each 
rod is held at a fixed temperature. The inverse problem is con
cerned with the determination of the unknown periodic con
tact conductance from temporal interior temperature readings 
at each of the multiple measurement locations. Here we 
assume evenly spaced measurement locations as shown in Fig. 
1, but arbitrary positions can also be used just as easily. 

In each region k, k = 1 or 2, the governing heat conduction 
problem in the dimensional form is defined as 

The presentation of the inverse analysis is organized in the " " ( _ ^ 
following order: (1) formulation of the inverse problem . (2) dxl ak 
single region analysis for surface temperature and heat flux, f -f 
(3) determination of periodic contact conductance, and (4) _k ,0,/c_ 
statistical analysis. 

Formulation of the Inverse Problem. 
contacting, 

Tk=Mt) 
Two periodically Tk(xk,0)-

dfk 

dt 

Tk(Xk> 

0< 

X, 
•*k 

xk 

f) 

xk<Lk, 0<t<f (la) 

= 0 (lb) 

= Lk (lc) 
(Id) 

one-dimensional, constant property rods are con- The heat flux at the contacting surface of any region k is given 
sidered as shown in Fig. 1. The periodic contact conductance by 

B,(t) 
C; 

di(x,t) 

D 

det(h) 
err(/j) 

E{.) 

fU) 

h(t) 

k-1 
I 

L 
M 

n 

|V[/^jjn»iif>lfi#iirp 

= B-spline function 
= B-spline coefficient 
= temperature component 

defined by equation 
(10) 

= matrix of d, (x, t) func
tions defined by equa
tion (13) 

= deterministic error in h 
= total error in h 
= statistical expected 

value operator 
= contact surface 

temperature 
= periodic contact con

ductance (or contact 
heat transfer 
coefficient) 

= B-spline order 
= number of 5-spline 

intervals 
= region length 
= number of spatial 

measurement locations 
= number of 5-spIine 

terms 

N = 

P = 

q(t) = 

SSE = 

sto(A) = 
/ = 

/(?> = 

T(x, t) = 
x = 

xiP) = 

a = 
5 = 

A = 

A = 
"/ = 

number of measure
ment times 
number of points in the 
time domain 
contact surface heat 
flux 
sum of the squared 
residuals between the 
measured and estimated 
data 
stochastic error in h 
time variable 
measurement times 
interior temperature 
spatial variable 
spatial measurement 
locations 
thermal diffusivity 
depth below contact 
surface of first 
measurement position 
spacing between 
measurement positions 
thermal conductivity 
number of fi-spline 
continuity requirements 
at t = $, 

h 

a 
T 

Subscripts 
0 

1 
2 
h 

opt 
ref 

Superscripts 

* 

-

= fi-spline interval posi
tions in time domain 

= standard deviation 
= period 

= condition at noncon
tacting end 

= associated with region 1 
= associated with region 2 
= associated with 

estimated contact 
conductance 

= optimal 
= reference quantity 

= dimensional quantity 
= estimated quantity 
= associated with periodic 

.B-splines as opposed to 
standard B-splines 

= measured quantity 
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QkO) = - \ 
dfk(Lk, t) 

dxk 
(2) 

The contact conductance between the contacting surfaces is 
determined from its definition as 

1 
[Qi (t)-q2(i)] 

h(t)=-
/ i ( 0 - / 2 ( 0 

(3) 

Assuming no losses to the surroundings, the exact heat fluxes, 
qi(t) and q2(i), are equal and qx(f) = ~q2(t) = ^avg = 
l/2[qi(t)-q2(0]- The average heat flux is preferably used in 
the numerator of equation (3) since continuity of heat flux is 
not required in the subsequent decoupled region approach. 
Computing the average value effectively compensates for any 
differences (if any) in the individual measured values. In the 
inverse heat conduction problem (IHCP) defined by equations 
(l)-(3), the surface temperatures fk (/), heat fluxes qk (/), and 
contact conductance, h(t), are all unknown and to be 
determined. 

The following dimensionless quantities are defined to non-
dimensionalize the above problem: 

xk=-

tt=-
Uk' 

-- spatial variable 

- = time variable 

j , _ Tk 7p, k 

T'ref, k 
• temperature 

f — T 
fk=—;= '— = temperature of contacting surface 

Qk=-

T'ref, k 

Qk 

fk'' 

^•k^rcf, k/Lk 

akf 

•• heat flux at contacting surface 

L\ 
- period 

Lk 

Lk 

depth below the contacting surface of 
the first measurement location 

spacing between measurement points 

= periodic contact conductance 

(4a) 

(4b) 

(4c) 

(4d) 

(4e) 

(4/) 

(4g) 

(4h) 

(4/) 

Then the nondimensional form of the inverse problem 
becomes 

bx\ 

dTk 

Tk=0 xk 

Tk=fkUk) xk = \ 
Tk(xk,0)=Tk(xk,Tk) 

dTk(l,tk) 

0<X,.<1, 0</A.<TA. 

0 

Qk(tk)-

\Qi-

h(t)=-
x, 

dxk 

L1 J ref, 2 

(5a) 

(5b) 

(5c) 

(5d) 

(6) 

Q2 

A-
T„ 

(7) 

-fi+-

where fk(t), qk(t), and h(t) are unknown. 

Single Region Analysis for Surface Temperature and Heat 
Flux. To estimate the periodic contact conductance, the sur
face temperature and heat flux are computed for each region k 
separately, and then h(t) is estimated from equation (7). That 
is, two single-region inverse heat conduction problems (IHCP) 
are solved in order to determine the contact conductance 
across the regions. Equations (5) define the IHCP for each 
region k, k = 1 or 2, where the contact surface temperature, 
fk(t), is unknown. The identical IHCP defined by equations 
(5) has been considered by Flach and Ozijik (1987) and their 
approach utilizing periodic 5-splines together with the integral 
transform technique is used in the present analysis. An advan
tage of the Flach and Ozisik (1987) method is that very general 
functional forms for the surface temperature can be selected, 
including a discontinuous surface temperature. Since the 
details of the method have already been documented (Flach 
and Ozisik, 1987), only a brief presentation of the notation is 
given here in order to provide the starting point for the present 
extended analysis. 

Before summarizing the periodic IHCP method, a brief 
word concerning the notation used in this paper is in order. 
First, all quantities considered so far are exact. The corre
sponding estimated values computed using the inverse analysis 
are generally inexact due to deterministic and stochastic er
rors; therefore they will be denoted with a * over the cor
responding symbol used for the exact quantity. In addition, 
any quantity associated with the estimated result but not hav
ing an exact counterpart will also be flagged with a " . 
Secondly, the notation used by Flach and Ozijik (1987) will be 
preserved in this work for consistency. Finally, the subscript k 
denoting the region is omitted for brevity unless explicitly 
needed. 

The characteristics of the 5-spline basis used to represent 
the contact surface temperature f(t) are defined by the 
following parameter set, where the region k subscript is im
plicit: 

k— 1 =-S-spline order (8o) 

1= number of S-spline intervals in each period T (8b) 

£,• = position of the ,B-spline intervaHnterfaces in 
the time domain; / = 1, . . . , / + 1 (8c) 

Vj = number of continuity conditions required at 
each interface position, £;; /= 1, . . . . , / + 1 (Sd) 

and the dimension of periodic 5-spline basis is 

•=£(*-* , - ) 

The representation for the surface temperature is written 

/ ( / ) = Y,c*B*(t) =B*Tc* 

(8e) 

(9) 

where B* and c* are the -S-spline and coefficient vectors, 
respectively. 

For the surface temperature as defined by this equation, the 
interior temperature for the medium is readily obtained in 
terms of the 5-spline parameters by application of the integral 
transform technique. The result is expressed in matrix form as 

f (x, 0 = 2 £*d*(x, t)=d*Tc* (10) 

where d*(x, t) is given by Flach and Ozisik (1987). Then, the 
surface heat flux is computed from 

•ddjl\,t)\_ - 9 d « r ( l , / ) „, ?(')=i>7(- dx dx 
(11) 
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Suppose the measured interior temperature data is available at 
M spatial locations and N times per period specified as 

x ( p ) = measurement loca t ions ;p = 1, . . . ,M (12a) 

fte> = measurement times; q=\, . . . , N (12fc>) 

f(x(p), /,<<?)) = fj = T = measured temperatures; where for 
p = 1, . . . , M and q = 1, . . . , N, i is defined as /' = 
p+(q-l)M = 1 , . . . ,M/V (12c) 

The estimated interior temperatures at these measurement 
locations and times are computed from equation (10) as 

(/>) > < , 7 ) )= i )<v4=D* (13) 
J=i 

The method of least squares is applied to estimate the 
unknown coefficients c* from the measured data T to yield 

c* = (D*D*7V1(D*T) (14) 

All available temperature data are used to estimate 
simultaneously the coefficients so the approach is "whole do
main" in nature. For the standard assumptions of additive, 
zero mean, constant variance, and uncorrelated errors, an op
timal result is obtained if the dimension of the spline represen
tation, i.e., the number of terms, is chosen to be consistent 
with the error level in the measurements according to 

SSE 

MN 
(15) 

where SSE is the sum of the squared errors, a is the standard 
deviation of the temperature measurements , and MN is the 
toal number of measurements (Beck et al. , 1985). 

With the coefficients c* available from equation (14), the 
surface temperature and heat flux are computed from equa
tions (9) and (11). The single-region inverse procedure just 
described is applied to both regions k individually to yield 
fi(t),f2(t) from equation (9) and qi(t), q2(t) from equation 
(11). 

Determination of Periodic Contact Conductance. Now 
the estimated values of the surface temperature and heat flux 
being available for each region k, k = 1 or 2, the estimated 
periodic contact conductance h(t) is readily computed from 
its definition given previously. We obtain 

h{t) 

i r- x2 
2 vqi x, 

f J ref, 2 f 

L\ TKf,2 ~ 1 

^2 1 ref, 1 J 

, ^ 0 , 1 ^ 0 , 2 

(16) 

T T ref, 1 1 ref, 1 J ref, 1 

The estimated value computed from equation (16) will not 
be exact, in general. Error is introduced in two distinct ways. 
First, the true contact conductance cannot generally be re
solved exactly if only a discrete number of temperature 
readings are taken, even when such readings are exact. This is 
due to incomplete (discrete) input information and the error 
is deterministic in nature. In this work, the deterministic error, 
denoted det(A), is defined to be the total error when exact 
temperature measurements are used as input to the inverse 
analysis. A second source of error in h(t) is introduced when 
the input data are inexact due to random measurement errors. 
Such errors are stochastic in nature and will be denoted by 
sto(/)). The stochastic error augments the^ deterministic error 
to form the total error, err(A), in h(t) when inexact 
measurements are used as input. A measure of the mean size 
of the stochastic error is the standard deviation of the 
estimated contact conductance. Later in the results section, a 
parametric study will be made to illustrate the effects of 
measurement location, number of measurements, etc., on the 

deterministic, stochastic, and total errors. However, before 
presenting such numerical results, we develop in the next sec
tion the standard deviation and statistical confidence bounds 
of the estimated contact conductance. 

Statistical Analysis. A statistical analysis of the effects of 
measurement error on the computed contact conductance is 
crucial for determining the level of confidence that can be 
assigned to the results. Since the estimated surface 
temperature and heat flux are linear functions of the 5-spline 
coefficients, the contact conductance is a rational function of 
the 5-spline coefficients. Due to this nonlinearity of h{t) with 
respect to the coefficients, an approximate linearized 
statistical analysis is performed (Gallant, 1987). The variance 
oih(t) is given approximately as 

o\= ( - ^ ^ ) £ [ ( c ^ J B ( c * ) ) ( c * - £ ( c * ) ) r ] ( - ^ r ) (17) 

where the coefficient vector c* is the composite vector of the 
coefficient vectors from the individual regions, c£ with k= 1 
or 2, given by 

(18) 

Differentiation of equation (16) using the quotient rule gives 
for the derivative vector 

dh 

•(['• 
T. ref, 2 

T, f2+-
T, o, I 

[-ft 
ref, 1 1 ref, 1 

' ref, 2 dq2 

3c* L2 

Li 

T'ref, 1 

^ref, 2 

3c* •)] 

[ ref, 2 

^ref, 1 «0] 

,{/, 
3c* 

•fi+-

where 

3c* 

a/2 
3c* 

3c* 

dc/2 
3c* 

^ref, 1 

To, i 

^ref . l 

B* 

0 

0 

BJ 

3d* 

17" 

0 

3d* 

~dx~ 

3c* JJ 

1 0, 2 

T 
-1 rp 

(19) 

(20a) 

(20b) 

(21 a) 

(216) 

from equations (9) and (11). Note that the coefficients c* 
associated with the inverse solution appear in the derivative 
vector. Therefore, the variance cannot be computed until after 
the inverse solution is computed. The variance-covariance 
matrix of the composite coefficient vector is determined as 
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E[(c*-E(c*))(c*-E(c*))T] = 

oftDfD,*7)-1 

0 aKDJDj*7-)-1 
(22) 

Assuming the distribution of h(t) is approximately normal 
and neglecting deterministic error, 99 percent confidence 
bounds for the estimated contact conductance h (t) are 

Prob(h-2.576a;, <h<h + 2.576<J;-, ) = 99percent (23) 

Equation (23) provides an approximate measure of the 
statistical confidence that can be assigned to the estimated 
result h(t). 

Results 

Results are given in three phases. For the first two parts, at
tention is confined to identical regions, with readings taken in 
one region only, and specifications given in nondimensional 
terms. The motivation is to reduce the large number of 
parameters affecting the estimation of contact conductance in 
the general situation to a manageable level. First, a particular 
nondimensional reference case, utilizing simulated measured 
temperature data, is given. Second, a parametric study is made 
of the overall effects of measurement location, number of 
measurements, and period on the deterministic, stochastic, 
and total errors for the case of identical regions in general. In 
the third portion, dimensional results based on actual 
measured temperature data, taken from both of the contacting 
regions, are presented to illustrate the practicalness of the 
present method. 

Reference Case. Identical regions and temperature 
readings taken from one region only are chosen for the 
reference case. The symmetry of the identical regions case 
allows measurements to be taken in one region only, since the 
temperature in the other region can be inferred from that of 
the former. Also the specifications are given in nondimen
sional terms. With these selections the number of parameters 
involved is greatly reduced. 

Suppose the exact nondimensional contact conductance be
tween two identical regions is chosen as a square wave form of 
period r = 0.25 as illustrated in Figs. 2. Such a variation cor
responds to the situation in which the rods make contact for 
At = 0.125 with constant h and then separate for At = 0.125 
under insulated conditions. The nondimensional difference in 
temperature of the noncontacting ends is taken as (T0 , -
r 0 2)/7'ref ] = 2 . The temperature sensor depth parameters 
shown in Fig. 1 are chosen as 5 = 0.05 and A = 0.10 for this ex
ample. Suppose measurements are taken at four spatial loca
tions (i.e., M= 4) and each set of four spatial readings is taken 
N= 18 evenly spaced times per period, that is, nine readings 
being taken in each subperiod of size At = 0.125. The periods 
of contact and noncontact are known, but no further informa
tion about the functional form of h(t) is considered known. 
The parameter values selected for this reference case were 
chosen to be consistent with those reported by Moses and 
Johnson (1986, 1987). 

The .B-spline representation for the contact surface 
temperature is chosen with the following characteristics: 

£ = 4 (cubic 5-splines) (24a) 

/= variable (246) 

£,• = evenly spaced -B-spline intervals (24c) 

j>, = 3 (full continuity requirements) except at t = 0 
and f = 0.125 where v = 1 (24d) 

The motivation for selecting these values is as follows. Cubic 
B-splines (i.e., k = A) are chosen for their excellent approx
imating qualities such as smoothness. Evenly spaced splines 

o 
O 

3 

C 
O 
U 

0.00 0.05 0.10 0.15 0.20 0.25 

Time 

(a) 

Exact, h(t) - - -
A 

Estimated, h(t) 

h(t) at measurement times 

Confidence bounds 

Contact Noncontact 

0.00 0.05 0.10 0.15 0.20 0.25 

Time 

(b) 

Fig. 2 Estimated contact conductance using (a) exact and (b) inexact 
temperature measurements 

are chosen since no prior information motivating a clustering 
of the spline intervals is given. Continuity of contact surface 
temperature only (i.e., v= 1), and not its time derivatives, at 
the contact and separation times, ^ = 0 and ? = 0.125, is chosen 
since an abrupt change in the surface temperature is expected. 
Otherwise, the full continuity requirements (i.e., i> = 3) are 
chosen since a smooth variation of contact surface 
temperature is expected while the surfaces are in contact or 
separated. In addition we will choose an even integer for / so 
that spline interval breakpoints occur at t = 0 and ? = 0.125 for 
the evenly spaced intervals. 

Both exact and inexact measurements are considered. Inex
act temperature measurements are simulated by adding nor
mally distributed measurement error with a = 0.0065 and zero 
mean to the exact temperature distribution computed in
dependently using a finite difference approach. These errors 
are ±5 percent of the largest temperature variation in the 
identical rods at the 99 percent confidence level. The number 
of spline intervals /, or equivalently the number of terms in the 
.B-spline representation given by equation (8e), is chosen to 
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Table 1 Selection of optimal h* 

V(SSE7MAO 

16 
14 
12 
10 

0.00650 
0.00650 
0.00650 
0.00650 
0.00650 
0.00650 
0.00650 

0.00628 
0.00635 
0.00639 
0.00658 
0.00675 
0.00725 
0.01092 

satisfy best the criterion defined by equation (15). Results 
based on exact and inexact measurement data are presented in 
Figs. 2(a) and 2(b), respectively. 
^ In Fig. 2(a), the spline parameter for exact measurements is 
1= 14. No smoothing is required by criterion (15) when <j = 0, 
hence we set n* = N = 18 for these exact measurement 
results. The error present in Fig. 2(a) for exact input data is 
purely deterministic. The largest error occurs immediately 
after the contact and noncontact times since the abrupt change 
in surface temperature is more difficult to resolve than the 
slower variation later in the subperiods of size At = 0.125. For 
comparison, results based on the quadratic extrapolation 
method are also shown in Fig. 2(a). Note the damping and lag
ging of the estimated contact conductance after the contact 
and separation times. The faster the period and the greater the 
distance from the contact surface of the first temperature sen
sor, the greater the deterministic error becomes for the ex
trapolation method. Conversely, we show in the next section 
that the deterministic error for the present inverse analysis is 
relatively unaffected by r and <5. 

Figure 2(b) shows results based on simulated inexact 
measurements by taking the optimal spline parameter /opt = 8 
corresponding to «*opt = 12. Table 1 illustrates the results of 
the optimization process. Observe that the number of spline 
terms most closely satisfying equation (15) is n*, 12. 
Smoothing has been added since n*pt < N for this case. The 
difference between the results based on inexact measurements 
(Fig. 2b) and exact input data (Fig. 2d) is the stochastic error 
component. The approximate 99 percent confidence bounds, 
computed from equation (23), largely agree with the exact 
result h(t), in that the true contact conductance is indeed 
almost completely within the confidence limits. 

Parametric Study and Error Analysis. The previous exam
ple basically concerns only one selection of the parameters M, 
N, n*,8, A, andr , and the functional form of h(t)\ specifical
ly, M=4, N=18, h* = \2 or 18, 8 = 0.05, A = 0.10, T = 0 . 2 5 , 

and a square wave form were chosen. In order to illustrate the 
general variation of the deterministic, stochastic, and total er
rors, a parametric study was prepared. Given the large number 
of parameter combinations and possible forms for h(t), even 
for identical, nondimensional regions, only a few of the most 
important effects can be considered presently. Accordingly, 
the example shown in Fig. 2 is taken as the basis and the 
present parametric study is confined to illustrating the overall 
effect of the number of 5-spline terms n*, depth below the 
contact surface of the first measurement position 5, and the 
period r, on the time-averaged deterministic and stochastic er
rors. The other parameters and the form of h(t), i.e., square 
wave form, remain the same as in the initial examples. Exact 
measurements are used throughout the study so that the deter
ministic error can be computed by comparison with the exact 
result. The size of the stochastic error is measured by the nor
malized standard deviation computed using the exact measure
ment results to estimate the derivative vector dh/dc*. The 
deterministic error and stochastic errors are considered first 
and then the total error. 

Recall that the deterministic error is the total error when ex
act measurements are input to the inverse analysis. The deter
ministic error is generally not zero, although, if the exactly 
correct functional form is chosen for representing the surface 
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Fig. 3 Variation in the rms deterministic error with respect to ri*, S, 
and T 

temperature, the deterministic error is identically zero. Figure 
3 shows the rms deterministic error computed according to the 
discrete formula 

rms det(/i) = ^ £ ( £ , • - /),-) (25) 

where P is the number of points in the time domain. In the 
present computations 110 points are taken for each case. Note 
the overall deterministic error is strongly dependent on the 
number of terms in the representation n*, or equivalently the 
number of measurement times N. That is, the more input in
formation provided (N) and the more terms used in the model 
(«*), the better the exact variation can be resolved. Clearly, 
the deterministic error can be made as small as desired through 
the addition of more data and terms in the -B-spline series. In 
contrast, the addition of temperature measurements in the 
time domain does not improve the accuracy of the extrapola
tion method since the approach considers only the spatial 
variation of temperature at a particular time and not the time 
variation. Also in contrast with the extrapolation method, the 
depth of the first sensor and period appear weakly to affect 
the deterministic error for the present inverse method. Note in 
Fig. 3 that the maximum and minimum rms deterministic er
rors at a particular value of h* = TV deviate small amount with 
respect to changes in 5 and T. The reason is that as long as the 
input temperature data are exact, no information about the 
contact surface is lost through the present inverse analysis by 
moving away from the surface or decreasing the period. In 
fact, the deterministic error actually decreased with decreasing 
period T for this particular parametric study. 

When inexact measurements due to random errors are used, 
the total error has a stochastic component too. The standard 
deviation is a measure of the mean stochastic error. The nor
malized standard deviation o-h(t)/o represents the level of 
magnification of the measurement errors and might be called 
the sensitivity to measurement error. The time-averaged sen
sitivity will be taken as the overall measure of the mean nor
malized stochastic error. That is, overall sensitivity or time-
averaged mean normalized error is computed from 

avg. stomcan(/i) 
= avg. 

a irtXl), (26) 

where again P = 110 points in the time domain are used in each 
case. All the parameters n*, &, and T strongly affect the sen-
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Fig. 5 Variation in rms mean total error with respect to n* 

sitivity to random measurement error. Figure 4 illustrates 
these effects explicitly for the same region of parameters con
sidered for the deterministic error study above. As one would 
expect, the sensitivity to measurement error increases with 
distance of the first sensor from the surface, number of terms 
in the fi-spline basis, and decreasing period (i.e., faster tran
sient variations in surface conditions). Increasing the fi-spline 
dimension n* allows the fi-spline representation to vary more 
readily wjth changes in the input data including the addition of 
measurement error. Increasing 5 and decreasing T at a fixed 
absolute level of error a in the temperature measurements in
creases the relative error since the magnitude of the 
temperature variation away from the contacting surfaces is 
decreasing. 

The previous parametric study involving the deterministic 
and stochastic components of the total error is quite revealing 
but of most interest is the total error itself. Recall that the total 
error, err(t), is the sum of the deterministic and stochastic er
rors by the definition of stochastic error 

err(/? (t)) = det(A (t)) + sto(h (t)) (27) 

Since the stochastic error is a random quantity so is the total 
error. Let the rms mean total error be given by 

rmserrmean(li)s^ E 

P 
"l>r,.)2l 
- ; - i -* 

that criterion (15) picked the optimal number of terms as 12 
according to the results given in Table 1 for the reference case 
discussed previously. Therefore, equation (15) has indeed 
chosen an optimal number of spline terms. Also shown in Fig. 
5 is the actual rms total error for the reference case shown in 
Fig. 2(b). For small n*, we expect the actual rms error to 
follow closely the rms mean error since the stochastic or ran
dom component of the total error is small. For large n*, the 
stochastic component of the total error dominates and large 
deviation between the actual rms total error and the rms mean 
total error is possible due to the large variance in the total er
ror. In fact, the actual rms error is consistently below the rms 
mean error for small h* in Fig. 5. The primary reason is that 
the rms mean total error was computed with n* = N whereas 
the data were overspecified for the actual case. Overspecified 
data reduce both the deterministic and stochastic errors at a 
fixed n*. For large h* the actual total error is significantly dif
ferent from the mean total error, which is not surprising due 
to the dominant stochastic (random) component. Note that 
while the optimal number of spline parameters for minimizing 
the total was chosen as 12 by criterion (15) and 12-14 by obser
vation of the rms mean total error, the total error is actually 
minimized at n* = 18. Certainly neither criterion (15) nor 
generalized error plots such as Fig. 5 guarantee that the 
selected optimal number of parameters will necessarily 
minimize the total error for any particular case. Rather, on 
average, the optimal estimates are effective. 

= V(rms det(A))2 + (rms stomean(/0)2 (28) 

Figure 5 illustrates the approximate rms deterministic, time-
averaged mean stochastic error, and rms mean total error for 
the parameters of the reference case illustrated in Fig. 2(b), 
namely, T = 0.25, 5 = 0.05, and a = 0.00650. Figure 5 was 
constructed by quadratically interpolating the data given in 
Figs. 3 and 4, which are for T = 0.10, 0.50, and 1.00 and ap
proximating rms mean stochastic error with the time-averaged 
mean stochastic error in equation (28). The deterministic error 
decreases and the stochastic error increases with increasing 
number of spline terms as previously observed. Note that the 
rms mean total error is a minimum for 12-14 spline terms. 
That is, Fig. 5 demonstrates the existence of an optimal 
number of parameters for minimizing the total error and 
shows the optimal number to be 12 to 14 on average. Recall 

Example Utilizing Actual Measured Data. Finally, we 
consider an example using actual rather than simulated 
measured data taken from a contact conductance experiment 
conducted by Moses (1988). The appendix lists the 
characteristics of the experiment and specimens and the 
temperature measurements. The experiment involved identical 
brass specimens subjected to a moderate temperature dif
ference at the noncontacting ends. The noncontacting-end 
temperatures are constant. Therefore, the assumptions of the 
present analysis apply. The regions are in contact for 15 s and 
separated for 15 s. The nondimensional period in each region 
is T = 0.10. The nondimensional distance from the contact 
surfaces of the first sensor for each region is 0.005, which, 
compared to the period, is thermally extremely close. Three-
dimensional effects at this close distance are possible but will 
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Fig. 6 Contact conductance example based on actual measured 
temperature data 

be neglected since we are not in a position to investigate this 
point further. 

We expect the contact conductance to be nominally con
stant over the first 15 s of a period and nearly zero over the last 
15 s. Figure 6 shows the estimated contact conductance deter
mined by using the present inverse method and the quadratic 
extrapolation method, both based on the experimental data 
supplied by Moses. Since the first sensors are extremely close 
to the contact surface in each region, the estimation is com
paratively easy. Nevertheless, the extrapolation results still ap
pear to show damping and lagging similar to the results in Fig. 
2(a). The estimated contact conductance computed using the 
present inverse analysis is somewhat improved relative to the 
anticipated true contact conductance. Unfortunately, insuffi
cient temperature data in the time domain (only 10 points) are 
available to resolve the contact conductance any better using 
the present method. 

Summary and Conclusions 

An inverse heat conduction method for estimating the 
periodic contact conductance between one-dimensional, con
stant property contacting regions has been presented. All 
available temperature data are used to estimate simultaneously 
the entire contact conductance over a period including "future 
data." The decoupling approach used promises to be com
putationally efficient; however, competing inverse approaches 
have not been published to allow a comparison. The method is 
statistically optimized and confidence bounds are given for the 
estimated contact conductance. The method effectively 
recovers the exact contact conductance when simulated exact 
measurements are input to the analysis. The present approach 
is shown to be superior to the extrapolation method. A 
parametric study of overall deterministic, stochastic, and total 
error has been presented. The practicalness of the method is 
shown by an example utilizing data taken from an actual con
tact conductance experiment. 

Extensions of the method would allow the treatment of ad
ditional physical problems. For instance, the method can be 
easily extended to handle variable end temperatures by 
straightforward addition of an extra term to the analytical 

solution. Variable thermal property specimens could also be 
treated using the basic approach given here by replacing the 
analytical direct solution with, say, a finite difference solu
tion. Then applications involving large temperature variations 
could be modeled. 
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A P P E N D I X 
The following experimental data were provided by Dr. W. 

M. Moses and used to prepare the results given in Fig. 6. 

Contact conductance specimen characteristics: 
Region 1 Region 2 
Material: brass 
a ^ S ^ x l O - ' m V s 
A, = 106.1 W/mK 
Lx =0.10109 m 
T0 ,=52.9°C 

ir^o.rc 
M=4 meas. positions @ 
*,<»= 0.10058 m 
x,<2) = 0.08839 m 
i,<3) = 0.07569 m 

Material: brass 
a2 = 3 .4x l0 - 5 m 2 / s 
A2 = 106.1 W/mK 
L2 = 0.10109 m 
T0 2 = 18.7°C 

o-2=o.rc 
M = 4 meas. positions @ 
x2W =0.10058 m 
x2M =0.08839 m 
x2<

3> = 0.07569 m 
x,<4)= 0.06299 m 
Period, f = 30 s 
N= 10 measurement times 

i2<
4> =0.06299 m 

(15 s contact, 15 s separation) 
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Temperature measurements: 
Region 1 temperature @ Region 2 temperature @ 

t 
(s) 
0. 
3. 
6. 
9. 
12 
15. 
18. 
21. 
24. 
27. 

i,<» 
( °Q 

41.2 
39.8 
38.7 
38.3 
38.1 
37.9 
38.9 
39.8 
40.4 
40.9 

*,»> 
(°C) 

41.6 
41.8 
41.1 
40.7 
40.4 
40.2 
40.1 
40.5 
41.0 
41.3 

x,<3) 

( °Q 

42.6 
42.8 
42.8 
42.6 
42.4 
42.2 
42.1 
42.1 
42.3 
42.4 

x^ 
( °Q 

AAA 
44.2 
44.3 
44.3 
44.2 
44.1 
44.0 
44.0 
44.0 
44.0 

x2<» 
( °Q 

29.5 
31.6 
32.5 
32.8 
33.0 
33.1 
31.7 
30.9 
30.3 
29.9 

x2™ 
CQ 
29.1 
29.0 
29.7 
30.2 
30.5 
30.6 
30.6 
30.2 
29.8 
29.4 

x2™ 
( °Q 

28.2 
28.0 
28.1 
28.3 
28.5 
28.7 
28.8 
28.8 
28.6 
28.4 

x2<
4> 

CQ 
26.9 
26.7 
26.6 
26.7 
26.7 
26.8 
26.9 
27.0 
27.0 
26.9 
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The Influence of Availability Costs 
on Optimal Heat Exchanger Design 
Optimizing heat exchangers based on second-law rather than first-law considera
tions ensures that the most efficient use of available energy is being made. In this 
paper, second-law efficiency is used to develop a new technique for optimizing the 
design of heat exchangers. The method relates the operating costs of the exchanger 
to the destruction of availability caused by the exchanger operation. The destruction 
of availability is directly related to the second-law efficiency of the exchanger. This 
allows one to find the NTU at which the benefits of reduced availability losses are 
offset by the costs of added area; this is the optimal point. It can be difficult to 
determine the proper cost of irreversibility to be used in the optimization process. 
This issue can be handled by including the irreversibility cost in a dimensionless 
parameter that represents the ratio of annual ownership costs to annual operating 
costs that include irreversibility costs. In this way, each heat exchanger designer can 
estimate the costs of irreversibilities for his particular system, and then use the 
generalized method that is developed herein for determining the optimal heat ex
changer size. The method is applicable to any heat exchanger for which the 
t-NTU-R relationships are known. 

Introduction 

When designing heat exchangers, it is imperative that due 
consideration be given to entropy generation because of the ir
reversibility of the heat transfer process that occurs in the ex
changer. This concept, along with the second law of ther
modynamics, allows optimal design of exchangers based on 
the most efficient use of available energy. The impact of en
tropy generation on optimum design of heat exchangers has 
been recognized for some time, see e.g., McClintock (1951), 
Tribus and Evans (1962, 1963), Bejan (1977), and more recent
ly, Witte (1985, 1987). 

The most common method of second-law optimization is to 
perform what has become known as a "thermoeconomic" 
analysis, a term introduced by Tribus and co-workers that 
denotes the combined use of second-law efficiency and 
economics of ownership and operation of an exchanger. Such 
a process uses the equation for the production of entropy 
along with the functions that connect various terms in the 
entropy-production equation to their appropriate costs. This 
yields an operating cost function. Then the fixed (capital) 
costs are added to operating costs to form a total annualized 
cost function for the exchanger. Minimizing the total an
nualized costs in terms of various parameters yields various 
points of "optimal" behavior. Fehring and Gaggioli (1977), 
Tapia and Moran (1986), and Zubair et al. (1987) all give ex
amples of such a process. 

Witte and Shamsundar (1983) developed a version of 
second-law efficiency specifically for heat exchangers that is 
amenable to a very simple and straightforward method of 
second-law optimization. Some of the complexities of the 
method described in the previous paragraph are bypassed by 
using the second-law efficiency. 

Selecting an Appropriate Second-Law Efficiency 

There are several versions of second-law efficiency for heat 
exchangers that might suffice for use in a thermoeconomic op
timization scheme. For example, Moran (1982) has two ver
sions 
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A5„ 
Vi 

ABh 

and 

B„ 
V2: 

B,, 

(1) 

(2) 

while Witte and Shamsundar (1983) introduced the following 
definition: 

: 1 -
/ 

(3) 

where Q is the required heat rate for the exchanger, called the 
"heat duty." Other symbols are defined in the Nomenclature 
section. 

Witte and Shamsundar (1983) pointed out that in many heat 
exchangers, the coolant is close to ambient temperature, caus
ing 7jl to be unrealistically close to zero; thus it is rejected for 
use in an optimization scheme. 

Moran's second definition, equation (2), can be written in a 
manner similar to equation (3) as 

i?2 = l " - j f - (4) 
Bin 

which shows its similarity to equation (3). 
It was demonstrated by Witte and Shamsundar (1983) that 

equation (3) has properties that make it more realistic and 
more attractive for use in an optimization scheme than equa
tion (4). Primarily this relates to unrealistic behavior of 172 in 
terms of the effectiveness of an exchanger. Figures 1 and 2 
demonstrate the inconsistencies between the two definitions. 
In Fig. 1, equation (3) shows monotonically increasing values 
of 7] versus e, while Fig. 2 shows that the rj2 versus e curves for 
different capacity ratios exhibit minima. Equation (4) also 
displays very unrealistic values of unity as e (or NTU)—0 for 
all values of the capacity ratio. This is caused by the fact that 
Bin always has a finite value for a heat exchanger while / is 
reduced toward zero as area is decreased toward zero. It is 
clear that equation (4) is an inappropriate second-law efficien
cy for our purposes. 

The use of ij, equation (3), has been criticized because its 
17-NTU behavior does not correspond to the e-NTU curve, 
which predicts that e = 0 for NTU = 0. Indeed, a proper 
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?7-NTU curve, such as shown in Fig. 3 for a condensing heater, 
does not behave in this fashion, nor should it. It can be easily 
shown that as N T U - 0 (or e—0), i\~Tci/TM. Thus our theory 
predicts that as NTU —0, say by letting ^4—0, there is a 
limiting 17 because for any incremental nonzero area, there will 
be heat transfer controlled by Td and TM. Therefore r\ cannot 
approach zero (or unity for that matter) as NTU —0. 

The total irreversibility rate in an exchanger is made up of 
two parts, one due to heat transfer and the other due to 
pressure drop. Thus, equation (3) becomes 

r, = l~-L{iQ + iAp) (5) 

For many practical cases of interest, the irreversibility rate due 
to pressure drop is negligible in comparison to that due to heat 
transfer. Thus for convenience, t) shall be used to stand for the 
second-law efficiency neglecting the destruction of availability 
by pressure drop. 

By adopting this simplification ij can easily be represented in 
terms of the inlet and outlet temperatures of the exchanger; 

A = 
B = 

r = 

ca = 

cb = 

cb = 

cb = 

ci = 

CP = 

E{ = 

heat exchanger area, m2 

availability function = 
H- T0AS, J 
thermal capacitance of heat 
transfer stream, J/sK 
annual cost of owning heat 
transfer surface, $ 
heat transfer surface area 
cost, $/m2 

annual exchanger operating 
cost, $ 
unit cost of irreversibility, 
$/J 
unit cost of fuel energy, 
$/J 
specific heat, J/kg-K 
optimum point, see equa
tion (9) 

E2 

H 
h 
I 

m 
NTU 

P 
P 
Q 
r 
t 

T 
AT; 

U 

T 
' 0 

= 
= 
= 
= 
= 

= 
= 
= 
= 
= 
= 
= 

= 

= 

optimum point, see equa
tion (10) 
enthalpy, J 
enthalpy/unit mass, J/kg 
irreversibility rate, W 
mass flow rate, kg/s 
number of transfer 
units = UA /Cm i n 
perimeter 
pressure, MPa 
heat duty, W 
capital recovery rate, yr ~' 
operating time, s/yr 
temperature, K 
inlet temperature dif
ference, K 
overall heat transfer coeffi
cient, W / m 2 - K 
ambient temperature, K 

r = 
e = 

Ap = 
AT = 
AS = 

v -
% = 

Subscripts 
c = 
e = 

/, in = 
h = 

opt = 
min = 

0, out = 
sat = 

1,2 = 

pumping power 
effectiveness 
pressure drop, Pa 
temperature difference, K 
entropy difference, J/K 
second law efficiency 
boiler efficiency 

cold 
exit 
inlet 
hot 
optimum 
minimum 
outlet 
saturated 
various versions of second-
law efficiency 
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Fig. 4 Equivalent system for estimating the costs of availability 
destruction in a condensing heater 

thus it is characteristically "thermodynamic" in that it only 
reflects the effect of the temperatures in the heat exchanger. 
Indeed, as shown by Witte and Shamsundar, i\ becomes 

v=l+(T0/fh)~(T0/fc) (6) 

where the average stream temperature r i s defined as 

T= 
T -T 

(7) 
in(7yr,) 

However, ?/ can be readily related to e, so that the influence 
of the exchanger operating parameters can be assessed 
through the dependence of e on NTU. This is the idea that was 
followed to produce Fig. 3, which shows the ?/ = NTU curves 
for a condensing heater in terms of the ratio of inlet 
temperatures. (We take Td = T0 for this calculation; this is a 
matter of convenience only. Allowing these two temperatures 
to differ adds little complexity to the calculation. It does, of 
course, add an additional parameter to the problem.) 

Equation (3) does not fit the conventional mode of a 
second-law efficiency because its reference Q does not involve 
the input availabilities of the working fluids. Thus, in the 
strictest sense it does not tell exactly how much of the input 
availability was destroyed. However, using the exchanger duty 
Q as a reference makes it a superior tool for optimizing heat 
exchangers. It has been suggested that r\ be called an "entropy 
performance factor" rather than a second-law efficiency. It is 
immaterial what it is called, because it properly reflects the 
destruction of availability in the exchanger. 

Evaluating the Costs of Irreversibilities 

The most difficult aspect of any thermoeconomic analysis is 
assigning an appropriate cost to the losses due to availability 
destruction. London and Shah (1983) called this " . . . tying 
the $-sign to entropy. . .". It is interesting to note that they 
dealt with this issue by ratioing all the possible irreversibilities 
in an exchanger to the heat duty of the exchanger. This choice 
of the rationalizing factor parallels Witte and Shamsundar's 
choice of Q in their definition of JJ. 

London and Shah pointed out that the assessment of costs 
due to irreversibilities should be performed taking full account 
of the complete thermodynamic system in which the exchanger 
exists. Thus the source of the energy required for the heat duty 
as well as the sink into which energy must be dissipated from 
the exhaust streams should be fully accounted for. They 
classified the possible irreversibilities in an exchanger into the 
following: heat duty; heat leaks; pressure drops; and mixing 
of the "purchased" stream with the atmosphere. (The "pur
chased" stream is the one that must be produced to meet the 
heat duty of the "required" stream.) 

They gave the example of a power plant condenser; in this 
case, the purchased stream is the cooling water extracted from 
the surroundings and circulated through the exchanger. The 
"mixing" irreversibility accounts for the fact that there is a 
loss of availability between the point where the cooling water 
is dumped to the atmosphere and where it is extracted from 
the atmosphere for use in the condenser. Thus even though 
such mixing availability losses are external to the heat ex
changer, they should be charged to the exchanger in the same 
way as Q or Ap losses, if appropriate. They found for a 1965 
state-of-the-art power plant condenser that the mixing irrever
sibility accounted for about 35 percent of the losses, the heat 
duty accounted for about 50 percent, while the remaining 
losses (Ap and heat leaks) accounted for only 15 percent of the 
losses. 

The exact fashion in which costs are assigned is under
standably system-dependent. It is not possible to generalize 
this procedure. For example, Tapia and Moran (1986) recently 
undertook optimization studies of various types of single-
phase exchangers; they evaluated a "unit fuel cost factor" for 
the energy required to bring the purchased stream to its 
operating state. Then the actual cost charged to the exchanger 
is the unit fuel cost multiplied by the irreversibility rate at
tributed to the exchanger. They pointed out that while this 
procedure might not be rigorously correct, it allows for the 
costs of irreversibilities to be accounted for at the design stage 
without much loss of generality. More appropriate cost func
tions can be assigned if the exact nature of the thermodynamic 
system in which the exchanger operates is known, using the 
ideas proposed by London and Shah. 

To illustrate how to evaluate irreversibility costs for a par
ticular system, let us pick a condensing heater system that uses 
condensing steam as the hot, purchased stream. For different 
heat duties, or for cases where perhaps fouling has altered the 
heat transfer characteristics of the system, different steam 
pressures are required to meet the heat duty. The steam is pro
vided by a boiler that burns fuel priced at c =$2.84/(109 J), 
and whose efficiency is 80 percent. It is further assumed that 
the condensate from the heater is fed into a condensate system 
that eventually feeds a collection main at p3 =0.1014 MPa 
(14.7 psia), as shown in Fig. 4. 

Even though it might be possible partially to reclaim the 
energy contained in the heater condensate (from 2 to 3 on Fig. 
4), the full amount of energy required to raise the condensate 
from its condition at the collection main to the boiler outlet, 
hl- h3, will be used to evaluate the factor we shall call cb. This 
factor is the unit cost of irreversibility (or availability destruc
tion) that is charged to the heat exchanger. 

From an energy balance on the system of Fig. 4, cb is 
evaluated as 

(A1-A3) 

•>lB (ht-h2) 
(8) 

where cq is the cost of fuel energy and -qB is the boiler efficien
cy. As the required boiler pressure is increased, the latent heat 
goes down so that the flow rate must increase to meet the heat 
duty. So even though the cost of energy consumed by the 
heater remains almost constant, the overall cost increases 
because of the tariff imposed by the pumping and other losses 
in the condensate system. 

The mixing irreversibility is partially accounted for by the 
20 percent inefficiency in the boiler: that is, this recognizes 
that the available energy in the fuel is not fully released to the 
steam. Table 1 shows how cb varies with the steam pressure 
for this case. 

An individual heat exchanger system must be evaluated for 
its specific irreversibility costs. A single-phase heat exchanger 
might have a significantly different cb value than a condensing 
heater. 
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Table 1 Unit energy costs for condensing heater supplied by a 80 per
cent efficient boiler with fuel energy priced at S2.84/109 J; see Fig, 4 for 
Nomenclature 

p, Tsat h, h,-h2 h,-h3 cb 

( M P a) (C) (kJ/kg) (kJ/kg) (kJ/kg) ($/109J) 

0,1014 100 2676.1 2257.1 2257.1 3.55 

0.1483 110 2691.5 2230.2 2272.5 3.62 

0 4154 145 2740.3 2129.6 2321.3 3.86 

0.7005 165 2963.5 2055.2 2344.5 4.03 

1.3978 195 2790.0 1960.0 2371.0 4.29 

2.795 230 2804.0 1813.8 2385.0 4.67 

5.499 270 2789.7 1505.2 2370.7 5.24 

However, in all cases it is advantageous to select one stream 
as the purchased stream and attach the variable irreversibility 
costs to it. 

Optimizing an Exchanger 

The development that follows takes advantage of equation 
(3), which is well-suited for an optimization procedure, in a 
rather simple and straightforward way. Edwards et al. (1979) 
described a conventional first-law optimization scheme for an 
exchanger by finding the point on the e-NTU curve where 

de 

dNTU CgtUATj 
= E, (9) 

The slope Et represents the minimum cost-benefit ratio, and 
can be used to find the optimal NTU of the exchanger. 

By using ?;-NTU relationships it can be shown that an ex
changer is thermoeconomically optimized at the point on the 
?)-NTU curve where 

dr\ 

c/NTU cbQtU 
(10) 

Equations (9) and (10) are similar, but equation (10) involves 
cb, which reflects the unit cost of energy for the purchased 
stream related to its availability level. Thus the operational 
cost of the exchanger is based on the availability destruction of 
the purchased stream rather than simply on the cost of the fuel 
required to generate it. 

Equation (10) is derived as follows: The benefit of adding 
area (NTU) is related to ?j, and this is compared to the cost of 
the additional area. Annual operating cost Cb is assumed to be 
proportional to the availability change in the working fluids: 
i.e., 

CbaAB = ABhot+ABcoid 

The irreversibility rate in equation (3) is 

I=B-„ Bn • AB = A(BcoM + Bhol) 

(11) 

(12) 

Thus, from equation (3), one obtains 

Qv = Q-(ABhot+ABcM) (13) 

and, choosing the hot side as the purchased stream 

d(Qv) = -d(ABhot) (14) 

because the heat duty Q and the ABcM are fixed quantities ac
cording to our definition of t\. Choosing the cold side as the 
purchased stream does not alter the derivation in any way. 

Hence, combining equations (11) and (14) gives 

-dCb aQdr, (15) 

An equation can be written by using the unit cost of available 
energy cb along with the annual time of operation of the ex
changer as follows: 

-dCb = cbtQdr, (16) 

where ~dCb is the incremental reduction in operating costs 
brought about by a corresponding incremental increase in the 
efficiency. The unit cost factor cb must represent all of the 
cost functions that depend upon operating time, such as heat 
transfer and pumping power, like 

cb=a{Q) + b(T) (17) 

where V is the pumping power. Assuming that T and Q are 
related for a particular heat exchanger configuration, equa
tion (17) can be written as 

cb=a{Q) + b(Q)=a(Q) (18) 

where b is a function that connects pumping power to heat 
duty. Thus cb can be written simply in terms of the heat duty 
of the exchanger. 

After Edwards and Matavosian (1982), the added annual 
cost of increasing the size of an exchanger is taken as 

dC=rc„PdL (19) 

where ca is the unit cost of ownership, including capital and 
labor costs, taxes, insurance, and other costs that can be at
tributed to the length L, and r is the capital recovery factor. 
The perimeter length P is usually fixed by selection of tubes so 
that PdL represents the change in area. 

The optimum point on the 17-NTU curve is where the in
cremental benefit, equation (16), is offset by the cost of 
adding area, equation (19). By equating the two equations and 
recognizing that 

dy dNTU 
dr, = - dL 20 

' tfNTU dL 

and that NTU = (UPL)/Cmin, one is led to equation (10) as in
dicated previously. 

The slope E2 clearly represents the relative influence of 
fixed to operating costs. When E2 is low, operating costs 
dominate fixed costs and a larger exchanger can be justified. 
If, on the other hand, fixed costs are dominant, the optimal 
case is a much smaller exchanger. 

The Condensing Heater 

For the purposes of illustrating this technique, a condensing 
heater has been chosen because its e-NTU behavior is unaf
fected by its capacity ratio R, as is the resulting ij-NTU plot 
(see Fig. 3). Another advantageous factor is that its e-NTU 
relationship, e= 1-exp( -NTU) , is very simple. The discus
sion that follows applies equally well to other types of ex
changer; however, the dependence upon R and geometry must 
be included. 

By differentiating the ij-NTU equation for a given ex
changer and setting it equal to E2 as indicated in equation (10), 
one can find the NTU required for system optimization. Even 
for a condensing heater, t] is a fairly complicated function of 
NTU as shown by equation (21) below 

= i + Jji. - ' n [ ( I - g " N T U ) ( ( n , - / n , i - l ) + l ] ( m 
V Thi [ ( I - e - N ™ ) ( ( 7 , , / r d ! - l ) ] 

Taking the derivative of equation (21) yields 

h [ 1 -e - Thi/Td]-l] 

[i -e-NTU]2[(r,,/rc,) -1] L [(i -e-NTU)(( r„/Tc,) -1)+1] 

-ln[(l - r ^ X I V r , ) - 1)+ 1]] (22) 

which can be solved implicitly for the appropriate NTU when 
7}' is set equal to E2. 
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Fig. 5 The NTU o p t -£ 2 relationship for a condensing heater for various 
inlet temperature ratios 
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Fig. 6 Optimal NTU as a function of irreversibility cost for the condens
ing heater of Example 1 

Figure 5 contains all the information needed in a general 
sense to optimize a condensing heat exchanger. Selection of 
varying cb values changes the value of E2, which clearly af
fects the optimal NTU that will result. Thus the effects of the 
surroundings and the manner of operation of a particular heat 
exchanger on its irreversibility costs are inherently contained 
in the curves of Fig. 5. The parameter Thi/Td ranges from 1.1 
to 2.0 in Fig. 5, which covers the operational ranges of most 
practical heat exchangers. 

To illustrate the process of determining the influence of 
availability costs cb on the optimal NTU of an exchanger, let 
us select a simple example case. 

Example 1: A chemical flowing at 18,182 kg/h with a 
specific heat of 1.675 kJ/kg-°C is heated by condensing 
steam. The chemical enters the heater at 21. P C which is also 
T0. The heater operates 5000 h/yr with an overall coefficient 

Table 2 Optimal values for condensing heater of Example 1 

Pi 
(MPa) 
0.1014 

0.1433 

0.4145 

0.7005 

1.398 

2.795 

5.499 

c b 
$ / 1 0 9 J 

3.55 

3.62 

3.86 

4.03 

4.29 

4.67 

5.24 

N T U o p t 

--
0.47 

1.28 

1.69 

2.16 

2.53 

2.85 

Q 

kW 

--
250 

543 

855 

1302 

1627 

1995 

Th i 

°C 
--

50.7 

85.3 

122.1 

174.9 

214.3 

253.0 

A op 
m 2 

14.0 

38.1 

50.3 

64.3 

75.4 

87.9 

of 284 W/m2-°C. The rca product is taken as $50/m2-yr. We 
want to demonstrate the effect of variable irreversibility costs 
cb on the optimal NTU. At the same time we will calculate the 
outlet temperature of the chemical stream to determine the 
overall heat duty at each optimal point. 

In this case various values of cb result when the steam 
pressure is allowed to vary, as demonstrated in the previous 
section. Table 1 contains all of the pertinent data that we need 
for this example. 

To solve this example, we recognize that for a condensing 
heater 

(1 - exp( - NTU))£2 = rca/cbtU&Tt (23) 

The right-hand side of equation (23) is a number fixed by the 
available data, but the left-hand side is implicit in NTU since 
E2 = i j ' . 7j' is a function of NTU and the inlet temperature 
ratio, Th,/Tci, so that the cb value has to be tied to the inlet 
purchased stream pressure as shown in Table 2, which sum
marizes the results of Example 1. A trial and error solution 
using the information contained in Fig. 5 readily yields the 
N T U o p f 

Figure 6 shows how optimum NTU behaves in this range of 
cb. As expected, as cb increases, the NTU increases, indicating 
that a larger exchanger is justified. On the other hand, 
decreasing irreversibility costs in relation to fixed costs 
justifies a smaller exchanger. It should also be noted that if cb 

is too low, a thermoeconomic optimum point might not exist. 
This is caused by the fact that i\' approaches a lower limit 
fixed by the TM/Tcl ratio and if the E2 value is lower than this 
limit the optimization procedure is not applicable. This 
generally occurs very near NTU = 0 so it is not of great prac
tical importance. For this example, the initial entry in Table 1, 
Pi =0.1014 MPa does not demonstrate an optimal point. 

By varying the rca product the influence of variable capital 
costs on the optimal NTU can also be found. In this case, the 
solution of equation (23) is even simpler because the TM/Tcj 

ratio is not affected. A simple example demonstrates this 
effect. 

Example 2. For the exchanger of Example 1, find the 
respective sizes of an optimized exchanger for a steam pressure 
of 0.1440 MPa for two different capital cost factors, 
rca = $50/m2-yr and $25/m2-yr. 

From our previous calculations, we find that for rcB = 50, 
NTUop; is 0.47. Then^ o p l =NTUopt Cmin/C/, which yields 14.0 
m2. Using the same procedure as in Example 1, we find that 

rca/cbtU^.T; = 0.0152 
For this condition one finds that NTUopt is 1.80, and 
^0pt = 53.6 m2. 

Example 2 shows that halving the capital costs for this ex
changer results in the justification of an exchanger almost four 
times as large. Clearly, decreasing the capital costs has the 
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same general effect as increasing the operating (irreversibility) 
costs. 

Optimizing for Different Heat Duties 

The method outlined in Examples 1 and 2 is not based on 
knowing the heat duty a priori. In fact if the heat duty is 
known for a fixed steam pressure, this fixes all the parameters 
for a condensing heater. Thus there is no opportunity for op
timizing the exchanger. 

If a specific heat duty must be matched, then a slightly dif
ferent procedure is required. Figure 5 can be used directly 
since it applies to all condensing heaters. The value of E2, see 
equation (10), is dependent upon pressure because cb depends 
upon pressure, as illustrated in Table 1. Thus a pressure that is 
consistent with the operating parameters of the steam supply 
system can be picked, the cb can be calculated using the tech
nique illustrated by Table 1, and the optimal NTU can be 
determined by the intersection of the temperature ratio curve 
(determined by the pressure) and the value of E2. Following 
this, the ability of the exchanger to actually transfer the re
quired heat must be checked using e-NTU relationships. An 
iteration on pressure until a match on heat duty occurs will 
complete the optimization procedure. Figure 5 clearly shows 
that the pressure should be kept as low as feasible so that 
NTUopl is as low as possible. 

Summary 

A method of evaluating the irreversibility costs that occur 
during heat exchange has been presented in this paper, accom
panied by an example of such an evaluation for a system that 
uses a boiler to provide steam for a condensing heater. The 
results of this evaluation are then used to demonstrate how the 
optimization of a heat exchanger is affected by varying values 
of availability costs and capital costs. The method of optimiz
ing for a required heat duty is also discussed. 

Although the techniques demonstrated herein were applied 

only to a condensing heater, the theory is applicable to any 
heat exchanger for which the e-NTU-R relationship is known. 

Acknowledgments 

The author thanks the University of Houston Energy 
Laboratory for support of studies of second-law optimization 
of thermal systems. 

References 

Bejan, A., 1977, "The Concept of Irreversibility in Heat Exchanger Design: 
Counterflow Heat Exchangers for Gas-to-Gas Applications," ASME JOURNAL 
HEAT TRANSFER, Vol. 99, pp. 374-380. 

Edwards, D. K., Denny, V. E., and Mills, A. F., 1979, Transfer Processes, 
2nd ed., Hemisphere/McGraw-Hill, New York, pp. 292-296. 

Edwards, D. K., and Matavosian, R., 1982, "Thermoeconomically Optimum 
Counterflow Heat Exchanger Effectiveness," ASME JOURNAL HEAT TRANSFER, 
Vol. 104, pp. 191-193. 

Fehring, T., and Gaggioli, R., 1977, "Economics of Feedwater Heater 
Replacement," ASME Journal of Engineering for Power, Vol. 99, p. 482. 

London, A. L., and Shah, R. K., 1983, "Costs of Irreversibilities in Heat Ex
changer Design," Heat Transfer Engineering, Vol. 4, No. 2, pp. 59-73. 

Moran, M. J., 1982, Availability Analysis: A Guide to Efficient Energy Use, 
Prentice-Hall, Englewood Cliffs, NJ, p. 100. 

McClintock, F. A., 1951, "The Design of Heat Exchangers for Minimum Ir
reversibility," ASME Paper No. 51-A-108. 

Tapia, C. F., and Moran, M. J., 1986, "Computer-Aided Design and Op
timization of Heat Exchangers," presented at ASME Winter Annual Meeting, 
Anaheim, CA, Dec. 

Tribus, M., and Evans, R. B., 1962, "A Contribution to the Theory of Ther-
moeconomics," UCLA Engineering Dept. Report No. 62-36. 

Tribus, M., and Evans, R. B., 1963, "The Thermoeconomics of Seawater 
Conversion," UCLA Engineering Dept. Report No. 62-53. 

Witte, L. C , 1985, "Second Law Optimization of Heat Exchangers," Proc. 
of Seventh Industrial Energy Technology Conference, May 12-15, Vol. II, pp. 
620-624. 

Witte, L. C , 1987, "Second Law Optimization of Heat Exchangers," ASME 
Paper No. 87-HT-65. 

Witte, L. C , and Shamsundar, N., 1983, "A Thermodynamic Efficiency 
Concept for Heat Exchange Devices," ASME Journal of Engineering for 
Power, Vol. 105, pp. 199-203. 

Zubair, S. M., Kadaba, P. V., and Evans, R. B., 1987, "Second-Law-Based 
Thermoeconomic Optimization of Two-Phase Exchangers," ASME JOURNAL 
HEAT TRANSFER, Vol. 109, pp. 287-294. 

Journal of Heat Transfer NOVEMBER 1988, Vol. 110/835 

Downloaded 16 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



F. E. Romie 
PalosVerdes Estates, CA 90274 

Transient Response of Rotary 
Regenerators 
Exit gas temperature responses of the counter/low rotary regenerator are found for 
a unit step increase of the inlet temperature of either gas. An analytic solution ap
plicable during the first part of the transient shows that the responses cannot be 
smooth. The overall response is found by dividing the regenerator disk into pie-
shaped segments and approximating the area-mean gas temperature leaving a seg
ment as the temperature of the gas leaving a small regenerator located at the center 
of the segment. The method is shown to give good accuracy and is in agreement with 
predictions of the analytic solution. 

Introduction 

The counterflow rotary regenerator finds increasingly fre
quent use in air conditioning systems and as the regenerative 
heat exchanger for gas turbine engines. It has a long history as 
the air preheater in steam power plants. Prediction methods 
for steady-state operation are well established. However the 
transient response to variation of gas inlet temperature has 
received relatively little attention. The transient response, par
ticularly for gas turbine applications, is required for control 
purposes. This paper presents the transient response of the 
rotary regenerator to a unit step increase of the inlet 
temperature of either gas. The governing equations are linear 
and homogeneous with constant coefficients. Thus the 
response of the regenerator to arbitrary variations of inlet 
temperatures can be found using standard methods of linear 
analysis once the responses to unit step excitations are 
available. 

London and co-workers in several papers (summarized in 
London et al., 1964) give the response of the rotary 
regenerator to step changes in inlet gas temperatures. In con
trast to this paper, their results are restricted to equal 
capacitance rates for the two gases and to high rotation rates 
(C* large). The results of this paper are in agreement with their 
work when these restrictions are observed. 

The rotary regenerator analyzed satisfies the following 
idealizations: (1) The thermal conductances, (hA)a and 
(hA)b, for transfer of heat between the gases and the matrix 
and the gas capacitance rates, (wc)a and (wc)b, are constant 
and uniform as is the thermal capacitance (WC), of the disk 
matrix. (2) The rate of rotation is constant. (3) No heat is con
ducted in the matrix in the direction of fluid flow but the 
matrix offers no resistance (locally) to heat flow in the direc
tion normal to fluid flow. (4) The ratios of the thermal 
capacitances of the fluids contained at any instant in the 
matrix to the thermal capacitance of the containing matrix are 
negligibly small and are treated as zero. This latter idealization 
means, in effect, that the fluids must be gases and that transit 
times for particles of gas to flow through the matrix will be 
negligibly small compared to the periods ta and tb. 

At the beginning of the transient the disk is considered to be 
uniformly at temperature zero, which is also the constant inlet 
temperature of the unstepped gas during the transient. The 
governing equations are, as noted, linear and homogeneous 
with constant coefficients. Thus the responses to the unit step 
excitation are additive to the operating temperatures of the 
regenerator. The regenerator may be operating at steady state 
or may be responding to other disturbances of the inlet 
temperatures or may be in the process of responding to 

changes in rotation rate or gas capacitance rates and hence 
thermal conductances. However any changes in rotation rate 
or gas capacitance rates must occur prior to the unit step ex
citation because constant coefficients are specified. 

Two sets of four parameters are in common use (Shah, 
1981) to characterize a regenerator. Either set is sufficient. 
The first set, A„, Ab, Yla, II6 , is most suited to writing the 
governing equations. The second set, Ntu, C*, C*, {hA)*, is 
commonly used to characterize the rotary regenerator. In this 
paper the parameter C* will be replaced by its reciprocal C*rr. 
This replacement is made primarily because of the close rela
tionship between C*r and the dimensionless time variable 6. A 
second reason is that a parameter that falls between 0 and 1 in 
the range of interest seems aesthetically preferable to one that 
falls between 1 and infinity. Either set of four parameters can, 
of course, be translated into the other, as shown in Table 1. 
For the transient response of the rotary regenerator the angle 
a formed by the seals (see Fig. 1) is, as will be seen, a fifth 
parameter that must be specified. 

The thermal effectiveness of the rotary regenerator is the 
same as that of a single stationary regenerator with the same 
values of the four parameters. A method for rapid calculation 
of regenerator operation is available (Romie and Baclic, 
1988). The referenced paper presents the following equations, 
which will be used in the analysis of the rotary regenerator. 

Table 1 Parameter equivalents; A = stationary regenerator; 
B = rotary regenerator 

A B 

Ntu 

C* 

C' 

(hA)* 

\ + (hA)* 

n„A6 

n/A, 
n„ 
A„ 

n„ 

(wct)a (wc)a 

(wct)b 

(wct)a 

WC 

(hAt)a 

(wc)b 

(w)at, 

(WC), 

(hA)„ 

n„ (hAt)b (hA)b 

For stationary regenerators: 

(WC)a = (WC)b = WC 

For rotary regenerators: 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division July 8, 
1987. Keywords: Heat Exchangers, Transient and Unsteady Heat Transfer. 

(WC)„ (WC)b (WC), 
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Fig. 1 Schematic of disk showing small regenerators, stationary seals, 
and position marks 

The functions F„ and G„ (Romie, 1987) used in the equations 
are briefly described in the appendix. 

In a stationary regenerator let gas a enter 0 = 0) at zero 
temperature. If at time / = 0 the temperature distribution of 
the matrix is expressed as an M h degree polynomial of Aay 

(Aay)" 
(1) 

then the matrix temperature distribution at later times will be 

N 
Ta (-f, y) = E AnFn (nB -L, Ky) (2) 

and the exit 0 = 1 ) temperature of gas a will be 

N 

ra(-^-^)=tlA„Gn(lla^-,Aa) (3) 
'a ' n = 0 'a 

Let the inlet 0 = 1 ) temperature of gas b be unity and the in

itial (t = 0) temperature distribution of the matrix be expressed 
as anMh degree polynomial of Ab (1 — y) 

Tb(0,y) = l~ j > „ (.(i-y)A-b)" 

The matrix temperature distribution at later times will be 

Tb (-f , y) = 1 - t B*Fn (n6 - f , (1 ~y)Ab) 
y'b ' » = 0 v 'b ' 

and the exit 0 = 0) temperature of gas b will be 

Tb 

N 

(f .oUi-XXo^n ' A6) 
x'ft ' n = 0 V lb ' 

(4) 

(5) 

(6) 

Analytic Solution 

During the first part of the rotary regenerator transient, 
when t < ta, an analytic solution can be derived for the exit 
temperature response rb of gas b to a unit step change of its in
let temperature. During the time interval t<ta the temperature 
of the disk is uniformly zero as it passes the seal and enters 
region b (see Fig. 1). Thus, from equation (4), B0 = 1 and B„ 
= 0 for n T^ 0. At time / the disk will have rotated through an 
angle /3. The area-mean exit temperature of gas b leaving 
through the area defined by this angle is 

TJOMK-TT'S) dh 

= 1 'ft A* (nft -I-, Aft) (7) 

(See appendix for integral.) In the area defined by the angle 
a —/3 the exiting gas temperature is uniform, 1 - G0 (II6 t/tb, 
Ab). Weighting these two temperatures in accordance with the 
relative gas capacitance rates (t/tb and 1 - t/tb) passing 
through these two areas and summing the weighted 
temperatures gives the mixed-mean exit temperature at time / 

An 

B„ 
C* 

c* 
c% 

F„{ ) 
Gn{ ) 

hA 

(hA)* 
k 

N 

Na 

Nb 

N, 

Ntu 

/ 

t' 

= coefficient, equation (1) 
= coefficient, equation (4) 
= see Table 1 
= 1/C* 
= see Table 1 
= function, see Appendix 
= function, see Appendix 
= thermal conductance, 

W/K 
= see Table 1 
= index 
= polynomial degree, 

equations (1) and (4) 
= number of disk 

segments in region a 
= number of disk 

segments in region b 
= total number of disk 

segments 
= l(hA)a/(wc)a]/ 

(l+(hA)*) 
= time from initiation of 

unit step, s 
= time from passing a seal 

ta 

'b 

t, 

T 
(wc) 

(WC)a<b 

(WC), 

y 

a 

(for SR, t' = t until 
first seal is passed), s 

= time for point on disk 
to rotate through region 
a, Fig. 1, s 

= time for point on disk 
to rotate through region 
b, Fig. 1, s 

= time for one complete 
revolution, s 

= disk temperature, K 
= capacitance rate of gas, 

W/K 
= thermal capacitance of 

disk in regions a and b, 
Fig. 1, J/K 

= thermal capacitance of 
entire disk, J/K 

= fractional distance 
through disk, measured 
from gas a entrance 
plane 

= seal angle subtending 
area through which gas 
b flows, deg 

/3 = an angle, Fig. 1, deg 
A0 = C*r/N, 

e = thermal effectiveness of 
regenerator 

6 = (wc)at/(WC)„ time 
variable 

K,b = ihA)a/(wc)a and 
(hA)b/(wc)b 

na,A = (hA)Ja/(WC)a and 
(hA)btb/(WC)b 

rab = exit gas temperature 
response, K 

Subscripts 

b = 

denotes quantities 
associated with gas hav
ing lesser capacitance 
rate 
denotes quantities 
associated with gas hav
ing greater capacitance 
rate 
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Tb' 

- ( i ^ ) G o ( n 6 - ^ , A b ) (8) 

This solution is applicable when / < ta and t < tb (i.e., /3<a). 
During the interval tb < t < ta, which will occur only if a < 
180 deg, the exit temperature is time invariant 

rb = l-^-[Ab-Fl(Hb,Ab)] (9) 
Lib 

During this time interval the region b contains only disk that 
has passed the seal at zero temperature since initiation of the 
unit step excitation. 

Figure 2 shows responses for a specific case. The dimen-
sionless time variable 6 changes by C*r for one revolution of 
the disk. For a = 135 deg the response is constant from 0 = 
0.1125 to 0.1875. For a = 180 deg the slope of the response 
goes to zero at 8 = 0.15. 

For the parameters shown in Fig. 2 the final (0— oo) 
response T6OO is 0.365. Thus the analytic solution covers only a 
small part of the overall response. Nevertheless the analytic 
solution is very instructive of some features of the overall 
response. With a = 135 deg the flat portion of the response, 
as noted, occurs when region b contains only disk that has 
passed the seal with the same temperature distribution, which 
is uniformly zero for the analytic solution. However the 
following section will make it evident that once each revolu
tion, region b contains only disk that has passed the seal with 
the same temperature distribution. Thus when gas b is stepped 
and a is 180 deg or less the slope of the rb response will 
become zero at times 6m = C*„ a/360 + C*rm (m = 0, 1, 2, 
. . . ), and starting at each time 0,„, will remain zero for a 
duration 80 = C*r (1 - a/180). The analytic solution thus 
shows that the rb response and, by inference, the ra response 
will not be smooth. 

The same reasoning can be used to find the response of gas a 
to a unit step change in its inlet temperature during the interval 
t<tb. 

General Solution 

To find the general transient solution the disk is divided into 
N, equal pie-shaped segments. The area-mean exiting gas 
temperature for a segment is approximated as the exit 
temperature of the gas leaving an elementally small 
regenerator located on the center radius of the segment. Figure 
1 shows the small regenerators (SR) located at the outer ends 
of the radii but the radial location is arbitrary. Stationary 
position marks separated by the angle 360//V, are shown out
side the disk rim. The dimensionless time required for an SR 
to rotate from one position mark to the next is A0 = C*r/N,. 
When the SR are at the position marks region a contains Na 

complete segments and region b contains Nb complete 
segments (Na + Nb = Nt). At these times the exit temperature 
of gas b, Tb, is calculated as the sum of the gas temperatures 
leaving the SR in region b divided by Nb and, similarly, the ex
it temperature T„ is the sum of the gas temperatures leaving the 
SR in region a divided by Na. 

The angle a is 360 Nb/N, so that for a = 150 deg the 
minimum number for N, is 12, giving Na = 1 and Nb = 5; 
these must, of course, be integers. 

Figure 1 shows the SR at their positions at 0 = 0 when the in
let temperature of either gas increases by a unit step. Im
mediately, because particle transit times are zero, the exit 
temperature of the stepped gas jumps to exp(- A„) if gas a is 
stepped or exp(-A6) if gas b is stepped (see appendix). 
Thereafter the exit temperatures are calculated at times ViAQ, 

0.0 S 

% 

0.04 

1 
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-

/ 

1 

1 1 

135/ 

' ' 

• • i I i 1 
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C* =0.8 
C„ =0.3 
hA t=0.9-
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-

-

-

-

-

O.I 0.2 

Fig. 2 Analytic solution for three seal angles 

1 Vi&d, 2'AAd,. . . , these being the times of registry of the SR 
with the position marks. 

The details of the analysis will be described for a unit step 
increase of the inlet temperature of gas b using the regenerator 
of Fig. 1 for the example. At 0 = 0 the entire disk is at zero 
temperature. Reference to Fig. 1 shows that SR6 through 12 
will follow identically the temperature history of SRI, the only 
difference being that SRI2 history will be delayed by 1 Ad, 
SR11 by 2A0, and so on to SR6 for which the delay will be 
1A6. Thus only the histories of SRI through SR5 need be 
calculated as they rotate about the axis. The procedure will be 
shown for SR4. 

The general form for the exit gas temperature from SR4 
during the time it is in region b is 

,= 1-
N / t' \ 

l>„G„(n f t — , A 6 ) (10) 

Until SR4 passes the seal for the first time, t' = t,B0 = 1, and 
Bn = 0 for n * 0. At time 0 = ViAQ (C = Vitb/Nb), the exit 
gas temperature is 

N 

TM{VIA6) = 1 -

At time 0 = WiAd (f 

TM(1'/2A0) = 1-

Li BnG„{-

= lMtb/N„) 
N / 

2 Nh 

n* 
N„ 

A4) 

(11) 

(12) 

At time 0 = 2A0 (/ ' = 2tb/Nb), SR4 reaches the seal with a 
matrix temperature distribution 

TM = l- LB„Fn{2 n„ 
Nh 

,d -y)K) (13) 

On the other side of the seal gas a enters O = 0) with 
parameters A0, Wa, and zero temperature. The temperature of 
the exiting gas in region a is 

N / t' \ 
1= LAnGAUa-—,Aa) 

ra4 = L, AnU» [lia ~T~ ' A - ) <14> 
n = 0 V 'b 

with t' = 0 at the seal. The coefficients A„ are found in terms 
of the B„ coefficients by noting that the matrix temperature 
distribution is unchanged on passing the seal 

(MJ" 

N 

L B„Fn (2 n, 
Nh 

( i -/)A f c) (15) 
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other seal. The SIM equation to find the new set of B„ coeffi
cients is 
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Fig. 3 Exit gas temperature responses for C*„ = 0.8 
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Fig. 4 Exit gas temperature responses for C ,̂ = 0.3 

The successive integral method, SIM (Romie and Baclic, 
1988), is used to find the^4„ coefficients. SIM gives 

A" 

& " n\ \k + n) 

k\ 

>0 (16) 
n = 0 Ab X 7 V 6 

k=l,2, . . , /V+l 

This equation can be represented by an (N+ 1) x (N+ 1) 
matrix and a column vector. For each value of k the left-hand 
side gives a row in the matrix and the right-hand side the cor
responding entry in the vector. Solution of the system gives the 
coefficients A„. 

At time 0 = 2lA A0 (f = Vita/Na) 

r4a(2'/2A0) = £ A„G„ (-J- - £ * - , AB) (17) 

and so on until at 6 = 9A0 (/ ' = ta), SR4 rotates past the 

Y R A"b ( k \ 

N 

Ate 

n = 0 lya 

= 9lAA8 (f = Vitb/Nb), the exit gas temperature is 

1 n , 

«=o x " 'h 
TM(9VIA6) = 1 - 1 ; B„G„ ( - 1 - - 5 S _ , Aft) 

(18) 

(19) 

and so on to the next seal. 
The transient response of the rotary regenerator is essential

ly completed when 6 = 2, which means that the five SR are 
followed for 2/C*r revolutions of the disk. The time variable 6 
can be interpreted as the ratio of the thermal capacitance of 
the mass of gas that has passed through region a to the thermal 
capacitance of tlje entire disk. 

If a program is written to compute ra(9) and Tb{6) for a 
unit step increase in gas b inlet temperature then the same pro
gram will compute the responses to a unit step increase in gas a 
inlet temperature when the numbers of the following pairs are 
exchanged: A„ and Ab, Yla and Yib, Na and Nb, T„ and rb. 

Results and Discussion 

The solid curves in Figs. 3 and 4 show responses for the 
same rotary regenerator. Figure 3 shows responses for a rota
tion period t, corresponding to C*r = 0.8. The thermal effec
tiveness of the regenerator is 0.790. Figure 4 shows responses 
for a shorter rotation period corresponding to C*„ = 0.3. The 
thermal effectiveness is 0.849, a value 1.3 percent less than the 
thermal effectiveness, 0.860, of a counterflow recuperator 
having the same Ntu and C*. (The thermal effectiveness of the 
rotary regenerator approaches that of the counterflow 
recuperator as C*r goes to zero.) A value of C*r = 0.8 is larger 
than would normally be used with a rotary regenerator, but a 
large value accentuates some interesting features of the 
responses. 

In Fig. 3 the rb response to a unit step increase of its inlet 
temperature exhibits flats that, according to the analytical 
solution, start at times 6 = 0.3, 1.1, 1.9, and last for a dura
tion 89 = 0.2. The flats last for a longer time indicating a very 
slow rate of increase of the response following a flat. It can 
also be observed that the responses of the unstepped gases (the 
two upper responses) change most rapidly during the times the 
responses of the stepped gases are responding most slowly. 

The two upper responses in Figs. 3 and 4 are, as noted, the 
responses of the unstepped gases. The top curve is the T„ 
response to a unit step change in gas b inlet temperature. The 
lower curve is the rb response to a step in gas a inlet 
temperature and is at all times C* times the upper response. 
This characteristic of heat exchangers has been noted for 
crossflow, counterflow, and parallel-flow recuperators 
(Romie, 1983, 1984, 1985). 

In the range C*r = 0 to about 0.3 the known (Romie, 1984) 
response of the counterflow recuperator can be used to ap
proximate closely the responses of the rotary regenerator. For 
this purpose two functions are used 

Rl(.d) = l~Ae~ae-Be-bB (20) 

R2(6)=l-Ce-c0-De-'"> (21) 

For a rotary regenerator with gas b stepped the analogy-
predicted exit temperature responses are 

TA(0)=7WR,(fl) (22) 
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Table 2 Final gas exit temperature responses to unit step ex
citation 

Stepped gas Tba 

1 - 6 eC* 
1 - e C * 

program implementing the analysis presented thus serves two 
purposes. 

The analysis given applies equally to disk and drum rotary 
regenerators. 

Table 3 Equivalents for gas-to-gas counterflow recuperator References 

This paper (Romie, 1984) 

Ntu 

C* 
(hA)' 

(hA)* 

Always 

Gas a stepped 

Gas b stepped 

Ntu 

ME 
MR 

E 
R 

If gas a is stepped then 
.Rim (23) 

Ta(e) = Ta„Rl(e) (24) 

Tb(e)=rbO0R2(6) (25) 

The values TO0O and Tb„ are the final (9—oo) responses for the 
rotary regenerator and are expressed in terms of its thermal ef
fectiveness in Table 2. The eight coefficients, A, a, . . . , D,d, 
are tabulated in the referenced paper for the 24 combinations 
of Ntu = 1,2, 4 ,8 ; C* = 0.8, l ; a n d ( M ) * = 0.5, 1, 2. The 
subscripts and nomenclature used in this paper and the 
referenced paper are different. Table 3 provides the required 
translation. 

The dashed curves in Figs. 3 and 4 show the responses 
predicted using the counterflow recuperator analogy. For C*r 

= 0.8 (Fig. 3) the agreement is not good but for C*r = 0.3 
(Fig. 4) the agreement is fairly good and is shown only for the 
two rb responses. The agreement improves as C*rr becomes 
smaller. 

The very simple form of the functions Rx and R2 means that 
the response of the rotary regenerator to arbitrary variations 
of inlet temperatures can be easily computed using Duhamel's 
integral when C*r is less than about 0.3. Rotary regenerators 
will normally operate in this range of C*r. 

Concluding Remarks 

The four responses given in Figs. 3 and 4 were calculated us
ing N = 3,Na = 10, and Nb = 6. No change in the computed 
responses was observed for larger values of these three 
numbers. 

The analogy between the transient responses of the 
counterflow recuperator and the rotary regenerator can be 
used in the sense opposite to that used in the preceding section. 
Specifically, if C*r is set equal to a small number, say 0.05, the 
transient response calculated will be substantially the transient 
response of the counterflow recuperator having the same Ntu, 
C*, and hA *. The computation time is less than would be re
quired using a finite difference method. As C*r goes to zero 
the influence of the seal angle on the transient response 
vanishes insofar as application considerations are concerned. 
In addition, the number of segments required for a given ac
curacy decreases. Thus for C*r = 0.05 the seal angle can be set 
to 180 deg and N, set equal to, say, 4 (Na = 2, Nb = 2). Using 
these numbers gives transient responses in excellent agreement 
with responses for gas-to-gas counterflow recuperators. A 
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A P P E N D I X 

The functions Fn and G„ satisfy two first-order partial dif
ferential equations 

dF,,(u, v) 
= F„-G„ 

dG„(u, v) 
(Al) 

du '" '" dv 

For n > 0 , F„(0, v) = v"/n\ and G„(u, 0) = 0. Numerical 
values for Fn, Gn, n = 0, 1, 2, . . . can be found by evaluating 
just three functions and then using two recurrence equations. 
The three functions are 

CO 

F_l(u,v)=e-<" + ») Y4-7-
V 

I (r+l)l r\ 

ur V 

(A2) 

(A3) 

G 0 ( « , t ; ) = e - < " + ' " £ - r r r - E — 7 - (A4) 
rT0 (r+ !)•' p=o p\ 

F_u G_{, and G0 can be expressed (Romie, 1987) in terms of 
modified Bessel functions of the first kind. 

The two recurrence equations are 

Fn(u, v) =Gn(u, v) + G„_i(u, v), i in tegern (A5) 

G„ + 1 ( « , i > ) = -
1 

[(v-u-\-2n)Gn 
rt + 1 

+ (2t;-«)G„_1+2i;G„_2] , « > 0 

An integral used in this paper (equation (7)) is 

f G0a, v)dt=v-Fl(u, v) 

(A6) 

(A7) 

The initial (9 = 0) response of the stepped gas can be found by 
noting that 

G0(0,u) = l - e - » (A8) 
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Silica Fouling of Heat Transfer 
Equipment—Experiments and 
Model1 

Silica fouling of heat transfer equipment in geothermal energy systems is studied. 
The effects of temperature, pH, and salinity on silica solubility and silica 
polymerization are reviewed. Experimental fouling data are presented for geother
mal brines with different pH values, chemical compositions, and thermal-hydraulic 
conditions. The effects of supersaturation, pH, Reynolds number, and the concen
tration of ions in the brine solution on the formation of silica scale in the heat ex
changer tube are discussed. A silica deposition model is proposed that accounts for 
supersaturation, pH factor, salinity, and thermal-hydraulic effects. Results based on 
the analytical model are compared with silica fouling data obtained in the laboratory 
as well as from two geothermal fields. 

Introduction 

Formation of fouling due to any undesirable deposit on heat 
transfer surfaces is a subject of considerable economic and 
technical importance. The economic consequence of fouling, 
which reduces heat transfer efficiency, is to increase the cost 
of energy. Pritchard (1981), for example, has estimated that 
the cost of fouling in British heat exchange equipment equals 
about 0.5 percent of the British 1976 gross national product. 
Technically, fouling has been described as "the major 
unresolved problem in heat transfer" (Taborek et al., 1972a). 
It is well recognized that the most widely used fouling factor 
data published by the Tubular Exchange Manufacturers 
Association provide insufficient information for the design 
and operation of particular heat exchangers as the data are 
limited to a small number of fluids and are time independent. 
Consequently, there are an increasing number of research ac
tivities aiming to provide a better understanding of fouling 
phenomena (Somerscales and Knudsen, 1981; Bryers, 1982). 

In geothermal energy utilization, fouling remains one of the 
key problems to be solved. The major contributors to geother
mal fouling are scaling due to silica and calcium carbonate 
(Wahl, 1977; Ellis and Mahon, 1977). This is a result of the 
fact that silica is one of the primary components of the earth's 
crust and so are calcium compounds in some areas. 

Calcium scaling in geothermal plants is primarily attributed 
to pressure reductions, such as scaling found in a wellbore 
where flashing starts, and in valves, constrictions, or flow 
measuring instruments. When the pressure of the bulk brine is 
decreased rapidly, the excess carbon dioxide gas is liberated 
from the brine due to its decrease in solubility, resulting in a 
higher pH of the brine. Consequently, the carbonate ion 
(C0 3

= ) concentration increases, which causes the deposition 
and crystal growth of calcium carbonate. The kinetics of this 
reaction are very fast, causing scale formation immediately 
downstream of such pressure drops (Wahl, 1977). In some 
cases this has caused plugging of the pipes, valves, pressure 
taps, and flow instruments (San Diego Gas and Electric, 
1980). Since calcium carbonate solubility decreases with in
creasing temperature, calcium carbonate scale is also found on 
heated surfaces. 

Silica scaling is quite different. Silica solubility increases 
with increased brine temperature. Silica, being saturated in 

Based mostly on papers presented at the ASME-AIChE National Heat 
Transfer Conference, 1985 and the ASME-JSME Thermal Engineering Joint 
Conference, 1983 and 1987. 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division July 28, 
1987. Keywords: Fouling, Heat Exchangers. 

geothermal brines in the downhole environment in the 
monomeric state, can become supersaturated as the brine is 
cooled through the heat exchanger or when part of the brine is 
flashed into steam. The supersaturation causes precipitation 
of silica in an amorphous form on heat exchanger surfaces, 
separators, well lines, and discharge lines. 

Analytical modeling of scale formation in general has been 
reviewed (Epstein, 1979, 1981; Suitor et al., 1977; Hasson, 
1981; Taborek et al., 1972). Due to the complexity of the foul
ing process, no generalized predictive correlation for the 
design of heat transfer subject to fouling (a) in general and 
(b) when exposed to geothermal brines equipment has yet 
been established. Some work has been done on the kinetics 
and crystallization (Loewenthal and Marais, 1976; Reddy and 
Nancollas, 1971; Nancollas and Reddy, 1971; Roques and 
Girou, 1974; Wiechers et al., 1975) as well as on modeling and 
correlation of calcium carbonate deposit formation (Watkin-
son and Martinez, 1975; Hasson et al., 1962, 1968, 1978, 1981; 
Gazit and Hasson, 1975; Lee and Knudsen, 1979; Coates and 
Knudsen, 1980; Knudsen, 1981). Although the majority of 
these studies are concerned with cooling water fouling or foul
ing in evaporator and heat exchanger tubes, the fundamentals 
of calcium carbonate fouling from geothermal brine should be 
the same. As to silica scale, the deposition mechanism is more 
complicated than that of the calcium carbonate scale because 
the dissolved silica can polymerize, forming colloidal particles 
(Her, 1955, 1979). Its complex kinetics have recently begun to 
attract fundamental research (Bohlman et al., 1980; Weres et 
al., .1979-82; Rothbaum and Rohde, 1979; Barnes, 1979) and 
some attempts to model and to correlate experimental data 
have been made (Gudmundsson and Bott, 1979; Lombard, 
1978; Fournier, 1970; Felsinger, 1977; The Ben Holt Co., 
1978; Bott and Gudmundsson, 1978; Bohlman et al., 1981). 

Several previous investigations have reported experimental 
results for fouling heat transfer with goemetrical brines in 
tubular heat exchangers. Tests of two 3.05 m horizontal 
titanium tubes (2.54 cm) were run for 92 h and showed a 60 
percent loss in the overall heat transfer coefficient (Felsinger, 
1977). Vertical stainless and carbon steel tubes of 1.27 o-d, 
45.72 cm long, using natural and synthetic brines were tested 
(Wahl et al., 1974). Little scaling resulted when the brine was 
kept in the liquid phase. A test of four 6.1 m long shell-and-
tube heat exchangers using 2.54 cm titanium tubes was 
reported using natural brine (Lombard, 1978). In most in
stances, linearly increasing fouling resistance was observed 
due to a silica-based scale. Experiments with 20 ft long 
horizontal double pipe heat exchangers were made and the 
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Fig. 1 Solubilities of various silica phases at various saturation 
temperatures and pH = 7 (Fournier, 1980) 

observed linear fouling rates were used to design a 5 MW 
demonstration plant (Mines and Neill, 1978). Studies (Gud-
mundsson and Bott, 1979) conducted in Iceland were per
formed at two sites with heat exchangers of the same design 
but differing flow conditions. At one site, linear fouling was 
observed but an induction period was indicated at the other 
site. Geothermal testings in Taiwan (Chou and Lin, 1982; 
Chou, 1985) indicated that silica concentration in brine 
seemed to be undersaturated and time dependent, possibly in
fluenced by heavy rainfall, and that little fouling was found in 
the heat exchanger for most of the time. 

An extensive study of fouling with synthetic brines on 
horizontal 1.83 m long, 0.635 cm titanium pipes was con
ducted at Oak Ridge National Lab (ORNL) and reported by 
Bohlman et al. (1981). The heat exchangers were operated in 

series and overall thermal resistances were reported that varied 
widely from exchanger to exchanger. 

These results are far from conclusive. The complexity of 
geothermal brine fouling needs a systematic, comprehensive 
series of experiments to study parameters of importance, the 
number of which is very large, including various chemical, 
material, thermal, and hydraulic variables. Therefore an ex
perimental task is undertaken as described later. In the follow
ing, the related fundamentals in silica fouling are reviewed 
first, followed by presentation of an analytical model and ex
perimental data on silica fouling. 

Silica Solubility, Kinetics, and Deposition 

The Solubility of Silica. Silica exists in both the crystalline 
and amorphous states (Wahl, 1977; Krauskopf, 1956). 
Because many possible ordered arrangement of tetrahedra 
joined by corners are possible, silica forms various crystal 
structures or polymorphs. The solubilities of the different 
polymorphs of silica in saturated water at various saturation 
temperatures are given in Fig. 1. The solubility of the 
polymorphs increases with increasing temperature up to 
300°C; above this temperature the solubility decreases. It can 
be seen that amorphous silica is more soluble than quartz at all 
temperatures, but they exhibit similar temperature dependen
cies. The concentration of silica in underground geothermal 
brines is usually controlled by the solubility of quartz and 
downhole temperature so that silica is generally present as 
quartz (Wahl, 1977; Hoffmann, 1975). However, under most 
conditions, it appears that silica precipitates out as relatively 
pure amorphous silica (Wahl, 1977; Weres et al., 1979-1982) 
whatever the original silica source may be. The reason is that 
the kinetics of quartz crystallization below 300°C is much 
slower than that of amorphous silica (Bohlman et al., 1980). 

Amorphous silica solubility is a weak function of pressure 
and therefore the pressure effect can be neglected for most 
practical applications (Millro, 1982). 

In addition to temperature, pH and salinity can also have 
significant effects on the solubility of silica. Figure 2 shows 
that at low pH the solubility remains constant, but, beyond a 
limit, the solubility increases drastically with pH values 
(Barnes, 1979; Okamota et al., 1957). 

Nomenclature 

C 

cn = 

c = 

A = area, m2 

cij = activity of species j , 
molality (m) 
concentration, molality 
equilibrium concentration, 
molality 
equilbrium concentration 
of amorphous silica in 
pure water, molality 
equilibrium concentration 
of amorphone silica in 
pure water, ppm 
specific heat at constant 
pressure 
diameter, m 
heat transfer coefficient, 
W/m2°C 
ionic strength, molality 
thermal conductivity of 
fouling film 

KR = rate coefficient for surface 
crystallization 

LMTD = log mean temperature 
difference 

D 
h 

k, = 

Mj 
m 

mb 

IAC 

n 
P 

Q 
Q 

Rf 

R0 

T 
T 

t 

= atomic weight 
= mass of fouling film per 

unit interface area 
= brine mass flow rate 
= sodium acetate 
= order of supersaturation 
= correlation constant in 

equation (1) 
= heat transfer per unit time 
= correlation constant in 

equation (1) 
= thermal fouling resistance, 

m2°C/W 
= thermal resistance in tube 

between thermocouple 
location and tube outer 
surface 

= temperature, K 
= temperature at scale-brine 

interface, K 
= time 

U = 

V = 
x = 

ZJ = 
7; = 

e = 

P = 
</> = 

Subscripts 
b = 
c = 

cl = 
f = 
/ = 

0 = 
w = 

overall heat transfer coef
ficient, W/m2°C 
volume flow rate, m 3 /h 
axial coordinate, m 
valence of species i 
molal activity coefficient 
of species i 
dielectric constant of pure 
water 
density, g/cm3 

osmotic coefficient 

brine 
coolant 
clean 
fouling film 
inside of tube or /th 
location 
outside of tube 
wall 

8 4 2 / V o l . 110, NOVEMBER 1988 Transactions of the ASME 

Downloaded 16 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



e 

eg 
O 
in 

1—r—r 

en 
O 
Q. 

O 

o 
>-
r -
_J 

GO 
Z> 
_J 
O 
CO 

PH 
Fig. 2 Solubility of amorphous silica as a function of pH at various 
temperatures (Goto, 1953) 

>-
t 
_J 
CD 
Z> 
_J 
O 
CO 

< 
o 
_J 
CO 

CO 
Z> 

o 
X 
Q_ 
££. 
O 

o 
E 

NaCI (molality) 
Fig. 3 Molal solubility of amorphous silica in aqueous NaCI solutions, 
25-300°C (Chen and Marshall, 1982) 

When the salinity of brine is changed due to the addition of 
salts in the pure water, the magnitude of the activity of water 
decreases and so does the solubility of silica. Figure 3 shows 
that the solubility of amorphous silica decreases as the amount 
of additional NaCI increases at various temperatures. 

The solubility of amorphous silica in aqueous sodium 
nitrate up to 300°C (Marshall, 1980), and in sodium chloride, 
sodium sulfate, or magnesium sulfate solutions (Chen and 
Marshall, 1982) up to 350°C has been measured. Other in
vestigators have also studied the solubility in ten (Marshall et 
al., 1980) and eleven (Chan et al., 1987) different salt solutions 
(NaCI, NaBr, Nal, LiCl, KC1, NaN0 3 , NaAc, Na2S04 , 
MgCl2, CaCl2, and SrCl2) at 25°C. For a given temperature 
and salt concentration the effect of different salts on solubility 
can be correlated by the hydration number of salt cations. The 
order of decreasing effect of cation on the amorphous silica 
solubility is found to be (Chan et al., 1987): 

Mg2+ >Ca 2 + >Sr 2 + >Li+ > N a + >K + 

Similarly, the effects of the presence of sodium halide salts 
(NaCI, Nal, and NaBr) in brine solutions were studied. It was 
found that the gradients of silica concentration with respect to 
the salt concentration for sodium halide salts can be correlated 
in terms of the molecular weight of the anionic ions, such that 
the order of anionic effect can be stated as (Chan et al., 1987): 

I ~ > B r ~ > C r 

and that the solubility of silica CSio (in ppm) in the sodium 
halide salt solutions can be correlated as a function of salt con
centration Cj (in molarity), temperature T, and the atomic 
weight of halide ions M-. as follows: 

C s i 0 2 = Cop ~ 
11.75[Af i+(378-r)] 

281 -T Cj 

where Cop is the silica solubility (in ppm) in pure water; log 
C o p =4 .52-731 / r . 

Processes of Silica Polymerization and Physical Phenomena 
of the Deposition of Silica Scale. The high concentration of 
silica in most geothermal brines causes the brine solution to 
become supersaturated when extracted and cooled from the 
well. This supersaturation is thought to be the main factor in 
the deposition of silica scale in geothermal energy processes. 

Usually, silica precipitates from geothermal brines as amor

phous silica or amorphous silicates. The process of amor
phous silica precipitation from a supersaturated bulk aqueous 
phase may consist of the following steps (Weres et al., 
1979-1982): 

1 Formation of silica polymers of less than critical nucleus 
size. 

2 Nucleation of an amorphous silica phase in the form of 
colloidal particles that are large enough to grow spontaneously 
and without interruption, the so-called homogeneous 
nucleation. 

3 Growth of the supercritical amorphous silica particles by 
further chemical deposition of silicic acid on their surfaces. 

4 Coagulation or flocculation of colloidal particles to give 
a gel. 

5 Cementation of the particles in the gel by chemical 
bonding and further deposition of silica between the particles. 

6 Rarely, growth of a secondary phase in the interstices 
between the amorphous silica particles. Such secondary 
deposition of FeS and of calcite has been reported, but is not 
common. 

The above homogeneous nucleation processes occur when 
the concentration of dissolved silica is highly supersaturated. 
This requires supersaturation by a factor of roughly 2.5 or 
more. When this condition is met, rapid polymerization oc
curs, and massive precipitation or scale deposition may 
follow. 

If the concentration of dissolved silica is too low for rapid 
homogeneous nucleation to occur, relatively slow 
heterogeneous nucleation and the deposition of dissolved 
silica directly on solid surfaces become the dominant 
polymerization processes. The product of the latter process is 
a dense vitreous silica. At higher temperatures, this process 
may produce scale at a significant rate. 

The polymerization of silica has been studied by some 
workers (Weres et al., 1979; Rothbaum and Rohde, 1979; 
Alexander, 1954; Her, 1953) who employed silica derived from 
Na3Si04 , and thus the silica solution contained some signifi
cant impurities such as Na. Recently, pure silica from silica gel 
has been used (Chan et al., 1987). A heated solution with 
saturated monomeric silica of a high grade of purity was 
brought to supersaturation by quenching the solution to a 
lower temperature. The rate of polymerization was deter
mined by measuring the change of the concentration 
monomeric silica with time. The result showed that the induc-
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tion time increases as the pH decreases. The reaction order 
was found to lie between 1 and 2 and the reaction constant was 
approximately a linear function of the pH value (Chan et al., 
1987). 

There are two different types of deposition of silica in the 
S i0 2 -H 2 0 system, namely the depositions from monomeric 
silicic acid and those from colloidal particles, Monomeric 
silicic acid forms an impervious glasslike film, whereas col
loidal particles form a porous film, often white and opaque 
when dried (Her, 1979). The phenomena of both types of 
deposition are so complicated that, so far, neither has been 
modeled successfully to yield a general empirical equation for 
predicting the silica deposition in the geothermal field. In the 
following, an analytical model is proposed to predict the 
deposition from monomeric silicic acid brine. 

Silica Deposition Model 

The basis of the analytical model is a kinetic study by 
Bohlman et al. (1980) on simulated geothermal brines in an 
isothermal system (isothermal in the sense that the super
saturated brine and the deposition surfaces are at the same 
temperature). They summarized the kinetic reaction rate of 
silica deposits by a correlation, which shows that the apparent 
rate constant is independent of system temperature over the 
rangle of 60 to 100°C and that the apparent kinetic reaction 
orders for hydroxide ion concentration and the supersatura-
tion of Si(OH)4 are 0.7 and 2, respectively. It is noted that the 
precise determination of reaction constant and reaction order 
is difficult, and not unexpectedly somewhat different values 
are reported by Chan et al. (1987). As pointed out by Fleming 
(1981), reaction orders in the range of 1 to 4 have been 
reported. 

Assuming that silica scale deposition is surface reaction rate 
controlled, the kinetic equation for an isothermal system 
(Bohlman et al., 1980) may be applicable to nonisothermal 
systems, provided provisions are made for thermal-hydraulic 
effects. Therefore, it is proposed that the rate of change of 
fouling resistance (or the mass deposition flux, 
drrif/dt= (dRf/dt)/pfKf) be given as 

dRf /Cb-CATS)\P 

where Cb is the bulk concentration of amorphous silica 
(Si02), Ce is the equilibrium solubility of amorphous silica 
evaluated at the scale-brine interface temperature Ts, and 
C 0 H - is the bulk molality concentration of OH~ ions in the 
brine. The reaction order of silica (Si02) can be taken asp = 2, 
the same as the isothermal system. This is because the fouling 
rate is expected to be about the same as long as the super-
saturation of silica at the interface in the nonisothermal 
system is the same as that in the isothermal system. The other 
correlation constants, KR and q, are to be obtained ex
perimentally. As in isothermal systems, the supersaturation 
and pH effects are explicitly accounted for in equation (1). In 
addition, salinity effects due to presence of impurities, and 
thermal-hydraulic effects due to heat transfer and fluid flow, 
can also be accounted for as described below. 

Since the surface kinetic reaction is assumed to be the con
trolling mechanism for silica deposition, the brine convective 
diffusion and the heat transfer from the hotter, supersaturated 
brine to the cooler deposition surface should not affect the 
deposition mechanism. They can, however, alter the 
scale-brine interface temperature Ts, which in turn has a 
direct bearing on the deposition rate because the equilibrium 
solubility Ce in equation (1) is a strong function of 
temperature. In other words, the model proposed here ac
counts for thermal-hydraulic effects by evaluating Ce at the 
interface temperature Ts. Normally, overall heat transfer 
coefficients Uh and the inlet and outlet temperatures of brine 

and coolant, are measured and reported in the literature (Gud-
mundsson and Bott, 1979). Then the mean interface 
temperature can be derived from the simple energy balance 

Q = U(A,- (LMTD) = htA, (Tm - Ts) (2) 

where h,- and Ai are, respectively, the brine side heat transfer 
coefficient and surface area, LMTD is the log mean 
temperature difference across a heat exchanger, and Tm is the 
mean mixed temperature of the brine (Tm = (Tiin + 7,

;>0llt)/2). 
For pipe flows with a constant wall temperature, which is 
equivalent to a mean Ts in the present study, the use of a sim
ple temperature difference as in the thrid term of equation (2) 
is satisfactory. 

The salinity effects due to the presence of impurities other 
than silica are included in the model by evaluating the 
equilibrium solubility of water Ce from 

CATs)/C0(Ts)=a\ilQ/a\i2^p (3) 

where C0 is the equilibrium solubility of amorphous silica in 
pure water at the interface temperature (Fournier and Rowe, 
1977), i.e., 

log C0{TS) = - 0 . 2 6 - 7 3 1 / 7 , (4) 

The activity of pure water «H2O, P is o n e a n < i the activity of 
water aH 0 in NaCl solution can be evaluated from (Busey and 
Mesmer, 1976) 

log flH20=-0.015/0/ (5) 

where / is the ionic strength of all ion components in the brine 

I=^LC,Z? (6) 

with C, and Z,- standing for, respectively, molality and ionic 
strength of ion /. The osmotic coefficient ($) for water solu
tions of NaCl can be found in Lin and Lindsay (1972), which 
provides a table of the coefficient as a function of temperature 
and salt (NaCl) concentration. The salt concentration can be 
replaced by the ionic strength of the brine if all the ions in the 
brine are assumed to have the same effect on the osmotic coef
ficient as NaCl salt. 

To include the effect of salinity on the concentration of 
hydroxide ions, C O H - in equation (1) is calculated from 

log C0 H - = log Qw + pH + log T H + (7) 

Qw is the dissociation quotient of water, which is a function of 
temperature and ionic strength (Busey and Mesmer, 1976). 
The molal activity coefficient of H + ions is calculated from 
(Truesdell and Jones, 1974) 

log 7 H + = -C1Z2H+V7/(l+ft7f+C2Vfl (8) 

where 
bH+ = 9 A 

C, = 1.82483 X l 0 - 6 x p ^ 2 / ( e r ) 3 / 2 (molality)1/2 

C2 = 50.2916 Xpb
[/2/(eT)1/2, (A)- '(molali ty)""2 

Z H + = 1 
and e is the dielectric constant of pure water (Malmberg and 
Maryott, 1956; Akerlof and Ashry, 1950). 

The density of the brine solution is evaluated from 

pb =pw+0.0073wf(l + l. 6 x l 0 " 6 ( r - 2 7 3 ) 2 ) 

where pw is the water density at T and wt is the concentration 
of salts in terms of the weight percentage of the total dissolved 
solids (TDS) in brine. Finally, it is noted that T in the above 
equations is evaluated at the interface temperature. The ac
curacy of the model will be assessed later when a comparison 
is made with experimental data. 

Experimental Setup, Procedures, and Results of 
Geothermal Brine Fouling 

Experimental Setup and Procedure. Recently, a high-
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pressure (1.58 MPa), high-temperature (190°C), and corro
sion resistant brine loop has been built in the Geothermal 
Fouling Test Laboratory at the University of Wiscon
sin—Milwaukee to investigate the effects of silica supersatura-
tion, brine pH, Reynolds number, and contents of sodium, 
chloride, and other ions on formation of silica scale. The ma
jor components of the loop are shown in Fig. 4. The details of 
the design were given in Chan et al. (1982) and will not be 
reiterated here. All experiments were performed on the same 
cocurrent, double-tube heat exchanger with brine on the tube 
side and distilled deonized water on the shell side. The inner 
tube was a 2.82 m long, 2.54 cm diameter titanium tube with a 
0.165 cm wall thickness. Thermocouples were also imbedded 
in 0.0635 cm holes drilled through the titanium tube, using an 
E.D.M. machine, at 30.48 cm intervals along the tube length. 

A calibration was performed on the brine tube prior to scal
ing runs with distilled water in the brine loop and a special 
bulk fluid temperature probe inserted in the center of the 
titanium tube. Its purpose was to obtain the thermal resistance 
Roi between each of the eight thermocouples in the tube wall 
and the outer tube surface on the coolant side. From the 
results for a clean tube, it is possible to calculate the local 
overall heat transfer coefficients for a fouled heat exchanger. 
The method is that of Wilson as modified by Fisher et al. 
(1975). 

The loop is instrumented to yield both overall and local 
transient fouling resistances for all experiments. The overall 
fouling resistance (over the entire length of a heat exchange) is 
reduced from 

where 

Rf=l/Uof-l/Uod 

U0 = Q/A 0LMTD 

The log mean temperature difference and Q(=mbCpbATb) 
are calculated from the experimental brine mass flow rate, and 
the mixed mean inlet and outlet temperatures of brine and 
coolant. Cpb and pb of the brine are calculated from Wahl 
(1977). The Uod values are listed in Table 2. 

With thermocouple readings in the wall and coolant (Tw, 
Tc)lt and the modified Wilson plot results, {R0 + \/ha)h the 
local thermal fouling resistance at station / is calculated from 

Rfi(t) = \/Uof(t) ) / v ' ' i - l , i + l l/[/m.,U = 0 ) , _ u + 1 

UoJ- is evaluated from the energy balance 

AQ,_U + 1 = ( r w - r c ) , * Z V \ x , / ( * 0 + l/A0)/ 

(9) 

(10) 

= U, o/i'-l./'+l LMTD 
/ - i , / + i 
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-4 
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Fig. 5 Overall thermal fouling resistance curves 

(Tbi+ \ — Tci+l) — (Tbi_, — Tci__ t) 

InKT^-T^/iTu^-T^)] (11) 

with 

The necessary Tb at thermocouple locations are evaluated as 
follows. The first Tbl is calculated by a linear interpolation us
ing the measured inlet and outlet brine temperatures, because 
a linear brine temperature profile is expected due to a high 
brine mass flow rate in the tube and the small AT drop in the 
coolant side. For other points, a combination of equation (10) 
and dQ = mbCpbdTb yields 

*" mbCpb )Xi Ra + l/h0 

from which Tb2 is calculated using a two-point numerical in-
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tegration. For the third points (J = i+2) and beyond, Simp
son's integration rule was used. 

Experimental Results and Discussion. The solubility of 
amorphous silica in the brine of the Geothermal Testing Loop 
also has been measured to ensure that the brine supplied to the 
test section is maintained at the same saturated silica concen
tration level during the course of the experiment. Table 1 
shows the average values of the monomeric and total silica 
concentrations in brines taken from the brine reservoir tank 
during the course of all experiments. The monomeric silica 
concentration was measured by an Auto-analyzer from 
Technicon Instruments Corp. (automated method for 
molybdate-reactive silica) and the total silica concentration 
was determined by an Atomic Absorption Spectrophotometer. 
Since their values are almost identical and are in agreement 
with the equilibrium solubility curve reported by previous 
workers, it can be concluded that the silica in the brine is in-

Table 1 Monomeric silica and total silica in brine drawn 
from brine tank 

Run No. TT1-A TT1-B TT1-C TT1-D TT1-DO 

Monomeric acid, 
ppm Si02 

Total silica, 
ppm SiOz 

670 

587 

590 570 

560 

660 

662 

680 

668 

deed maintained all the time in the form of the monomeric 
acid without polymerization all the time. Thus the loop has 
correctly simulated natural brines containing monomeric acid. 

The results of five typical experiments using synthetic brine 
are presented in Figs. 5 and 6. The thermal hydraulic condi
tions and chemistry for each run are given in Tables 2 and 3, 
respectively. Runs A to C used distilled deionized water at 
nominal pH of 6 and a variation in NaCl concentration. Runs 
D and DO used sodium acetate as a buffer to change the pH of 
the brine to above 7. 

Run A contains pure silica solution only without any im
purity. Very little scale was found in this run. This indicates 
that although silica is the major constituent of the scale, other 
chemical species must be present to ensure the formation of a 
significant deposit. 

In comparing the results of these five runs, the effect of 
sodium chloride concentration will be examined first. In runs 
A, B, and C, the NaCl concentration varied from 0.0, 0.1, to 
1.0 molar, respectively. The linear fouling rates (Table 4) in
dicate a nonlinear relationship between the NaCl concentra
tion and fouling rate. This is unexpected. One would expect 
the fouling rate to increase with concentration. One explana
tion for the higher fouling rate in run B could be the higher pH 
of 6.8. Since pH is a major variable affecting fouling, it may 
overshadow the NaCl concentration. Another explanation 
might be that the tube was not chemically cleaned prior to run
ning in run B. Therefore, silica nucleation sites could have 

Table 2 Thermal hydraulic conditions in fouling experiments 

Run No. Re6 

TT1-A 
TT1-B 
TT1-C 
TT1-D 
TT1-DO 

73,130 
77,500 
75,790 
76,150 
51,920 

438.6 
436.9 
438.2 
437.8 
439.0 

396.6 
396.4 
397.4 
397.8 
389.4 

344.5 
343.9 
344.3 
344.9 
343.7 

345.6 
345.0 
345.4 
345.9 
344.9 

0.94 
0.98 
0.95 
0.96 
0.68 

169.5 
168.5 
167.8 
168.9 
110.0 

2715.3 
2709.1 
2614.8 
2608.0 
2257.1 

150 
133 
193 
148 
193 

Th out,and 7c out a r e based on beginning value of run: Reft based on Dh Tb, and water properties; U0 in units of 
W/nr°C; ttp = test period in h. 

Table 3 Chemical composition in fouling experiments 

Run No. 

TT1-A 

TT1-B 

TT1-C 

TT1-D 

TT1-DO 

SiOJ 

0.0111 
(670) 

0.0098 
(590) 

0.0095 
(570) 

0.0109 

ill
 

NaCl2 

0 

0.1 
(58500) 

1.0 
(58500) 

0 

0 

NaAc 

0 

0 

0 

0.1 
(13610) 

0.1 
(13610) 

PH 

5.9 

6.8 

5.8 

7.3 

7.4 

TDS3 

670 

6440 

59070 

14250 

14290 

1 Saturation concentration. 
2 Units of Si02, NaCl, and NaAC concentrations in molarity and (ppm). 
3 Total dissolved solids in ppm. 

Table 4 Comparison of fouling behavior 

Run No. 

TT1-A 
TT1-B 
TT1-C 
TT1-D 
TT1-DO 

1 Linear foi 

Characteristic 
fouling 

behavior 
and value 

Linear 0.3991 

Linear 6.1441 

Linear 2.3141 

Asymptotic 4.42 

Asymptotic 24.92 

jling rate (m2 °C/W/h) x 105 

Percent 
increase 

in Ap across 
heat exchanger 

0 
200 
64 

193 
317 

pfkf, kgW/m3°C 

541 
355 

1504 
687 

Fouling resistance at end of run (m2°C/W)xl05 
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Table 5 Scale deposition and composition 

Run No. 

mxlO3 

mxlO5 

Si02 ' 
Na,0 ' 
CI1 

CaO1 

FeO1 

ZNO1 

TT1-A 

Neg. 

TT1-B 

23.2 
20.6 
87.6 

<1 
4.7 
6.2 

TT1-C 

18.2 
9.4 

82.3 

~<T 
~9.3~ 

6.3 

TT1-D 
66.2 
44.7 
84.9 
2.3 

~r.7~ 
5.6 
5.6 

TT1-DO 

171.2 
139.2 

97.1 
1.3 

1.6 

Composition in weight percent of total sample. 
2 Time = (193 h) - (70 h of zero fouling) = 123h; m and m in kg/m2 and kg/m2h, respectively. 

14 

12 

10 

S 1 

I: 
i 2 

^ 0 

-2 

-4 

-

3D 

° 
• 

^Jj#. 
- o 

x 0.34m 

x 0.64 m 

o * 

rib J J ^ Q O T I D 

O O ° 

o 

O Cfe O0 ° 

° ° <h o °o ° ° 0 

o o a ° Q> Q 
CD Q O O Q 

o ° ° I D D <iH_ ED D ,nrm tm 

^ * m 

60 90 
Time (h ) 

( a ) 

120 150 

0.5 1.0 1.5 

Heat Exchanger Length |m| 

2.0 2.5 

Fig. 7 Variation of local fouling 

14 r 

° x=1.25m 
a x=1.86m 

60 90 

Time (h ) 

( b ) 

Fig. 6 Local thermal fouling resistance curves 

been present prior to the experiment, which would accelerate 
the fouling process. Run B might have to be repeated because 
of these factors. 

The effect of pH is not completely clear at this time since 
runs D and DO (pH above 7) had asymptotic fouling rates 
while those with a pH below 7 had linear fouling rates. 
However, a comparison of run B with runs A and C would in
dicate that a higher pH increases the fouling rate as described 
earlier. 

To demonstrate the effect of Reynolds number, runs D and 
DO can be compared. Before comparison is made, it is noted 
that the flat curve between 20 and 100 h of run DO was ac-
cidently caused by an insufficient amount of silica placed in 
saturators of the loop as indicated by the drop in the silica 
concentration level in the brine (see crosses in Fig. 5, run DO). 

If that flat portion of data is ignored, run DO has the same 
shape as run D. However, the asymptotic fouling resistance in 
run DO is 466 percent higher than that of run D (see Table 4). 
This corresponds to a 32 percent lower Reynolds number in 
run DO. Therefore the lower Reynolds number increased the 
fouling rate in this brine chemistry. This would confirm 
Wahl's (Wahl et al., 1974) conclusion and refute others (Gud-
mundsson and Bott, 1979; Felsinger, 1977). 

The characteristic shapes of the fouling curves show an "in
duction period" and an initial drop in resistance for the runs 
with NaCl and sodium acetate (NaAc). With the exception of 
TT1B (the induction period of which is not as clearly defined 
as others, which exhibit a spoon shape), experiments C, D, 
and DO show that the "induction period" is reduced as pH in
creases, in agreement with the batch type of experiments 
(Weres et al., 1979; Rothbaum and Rohde, 1979). The initial 
drop in resistance was reported in Gudmundsson and Bott 
(1979) and Bohlman et al. (1981). It is explained as an initial 
enhancement in heat transfer caused by scale-induced tur
bulence, which is eventually overcome by the increasing ther
mal resistance of the deposit. Since the fouling resistance Rf is 
defined as the difference between the later and the initial total 
resistances, Rf = 0 initially. However, with heat transfer 
enhancement, the later total resistance is reduced afterward, 
resulting in negative Rj values as shown in Figs. 5 and 6. All 
curves then proceed with increasing fouling functions, i.e., 
linear or asymptotic. 

Figure 6 shows the transient local thermal fouling resistance 
at different locations in the heat exchanger for run TT1-D. 
This has the same shape as the TT1-D overall curve in Fig. 5. 
In comparing the curves, there is a drop in the rate of change 
and in the asymptotically achieved value of resistance at 148 h, 
as the heat exchanger length (this refers to distance from the 
inlet of the heat exchanger) increases. Figure 7 is a graph of 
the asymptotic fouling resistance versus heat exchanger 
length. The asymptotic value of resistance is reached faster at 
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the exit than at the inlet locations. For other runs, the local 
curves have the same shape as the overall curves. For example, 
for the runs without NaAc (TT1A to TT1C), both local curves 
and overall curves appear to be linear. From a linear regres
sion analysis (least-square method) undertaken to obtain the 
local fouling rate (dRfi/df), it is found that the fouling rate 
decreases with heat exchanger length. Figure 7 also shows the 
variation in fouling rate versus heat exchanger length for run 
TT1-C. This contradicts the findings that fouling was heavier 
at the exit (Gudmundsson and Bott, 1979). The disagreement 
may be explainable because the latter was based on visual 
observation of scale thickness while the current study is based 
on the actual measurement of thermal resistance itself. Ex
amination of fouling surface in our experiments by a 
horoscope revealed that the scale near the exit had a rough and 
rippled appearance transverse to the flow direction with high 
pointed ridges and valleys that left the tube surface exposed. 
The scale near the inlet had a smoother layer that covered the 
entire surface, resulting in a higher thermal fouling resistance. 

A quantitative chemical analysis of the scale was carried out 
following the removal of the deposit from the heat transfer 
surface with a high-pressure water jet. The method of analysis 
was x-ray spectrometry using a scanning electron microscope. 
The major component of the scale in all runs as shown in 
Table 5 is silica, in agreement with the chemicals added in the 
experimental loop as well as with a survey of natural brine 
scales made by Wahl (1977). 

Even with the high sodium and chlorine content of runs B 
and C, little of these constituents was found in the scale. 
However, their presence in the brine makes a great difference 
in the fouling rate, as seen in Table 4. 

Comparison Between Analytical Predictions and Ex
perimental Results 

The analytical model given by equation (1) is used to cor
relate or to predict silica fouling from natural and synthetic 
brines. The data and experimental conditions of silica deposi
tion rate on heat transfer surfaces at two geothermal fields in 
Iceland as reported in Gudmundsson and Bott (1979) appear 
to be of sufficient detail that meaningful calculations can be 
made to incorporate supersaturation, pH factor, salinity, and 
thermal-hydraulic effects in the model. 

Figure 8 shows that the experimental deposition rates of 
silica from both fields can be correlated surprisingly well by 
equation (1) with KR =0.9954 and q = 0.862. As discussed 
before, a second order of reaction for dissolved silica (i.e., 
p = 2) has been assumed. However, the comparison of the 
analytical calculations with the synthetic brine data is not 
totally satisfactory (see Fig. 5). In Fig. 5, the analytical lines 

are placed through the lowest values of the resistance curves. 
The fouling model is not expected to predict run A data since 
no scale was found in this case. The comparison of run DO is 
not as poor as it appears since, as discussed above, the flat 
portion of data was caused by an experimental error and could 
be ignored. Better agreements are indicated for other runs. 
But in any case, a further refinement of the analytical model is 
desirable. 

Conclusions 

A review has been made of the fundamental information 
relevant to silica deposition in aqueous solution. An analytical 
model and expermental measurements of silica scale deposit 
have also been presented and discussed. Comparisons between 
analytical predictions with experimental data are encouraging 
but are not yet all satisfactory. Due to the complex nature of 
geothermal fouling and because relatively few quantitative 
measurements are available, continuation of systematic 
measurements is needed before a general fouling model can be 
developed. 
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Analytical Solution for Unsteady 
Heat Transfer in a Pipe 
Under consideration is transient, convective heat transfer to a fluid flow within a 
pipe due to a sudden change in the temperature of the ambient medium outside the 
pipe. A solution is developed by the Laplace transformation, for the fastest portion 
of the transient, which gives the pipe wall temperature, surface heat flux, and fluid 
bulk mean temperature. These analytical results are compared with available finite 
difference results and with quasi-steady solutions. A criterion is developed that in
dicates when the zero thermal capacity wall solution can be used with adequate 
accuracy. 

Introduction 
In the design and analysis of coolant passages in gas turbine 

power plants, nuclear reactors, and heat exchangers, 
knowledge of transient forced convection heat transfer to a 
fluid in a pipe is required as a function of time. 

Normally, the fastest portion of the transient occurs in time 
domain I where downstream locations in the pipe have not yet 
been reached by any of the fluid that was at the pipe inlet at 
the start of the transient. 

The simplest approach to unsteady-state convective heat 
transfer analysis is the quasi-steady approach, which usually 
uses a constant surface coefficient of heat transfer h. Tan and 
Spinner (1978) and Li (1986) give solutions by this quasi-
steady approach. One of the factors controlling the rapidity of 
the transient convection process is the ratio of the thermal 
energy storage capacity of the fluid to that of the wall; for 
large values of this ratio, the quasi-steady results may be 
suspect. 

Krishnan (1982) analyzes the case of a pipe undergoing a 
transient due to a step change in either surface temperature or 
heat flux at its outside surface. An analytical solution is found 
by Laplace transforms for the inside pipe wall temperature in 
time domain I for times short enough to allow a thermal 
boundary layer. Chen et al. (1983) employ finite differences 
on a problem similar to that of Krishnan. 

Lin et al. (1983) consider the unsteady-state situation in 
which an outside, ambient fluid has its temperature suddenly 
changed and through a constant heat transmission coefficient 
between it and the inside pipe wall, communicates this change 
to the fluid inside the pipe. 

Analysis 

In the physical situation, a fluid, initially at temperature Tt 
throughout, is moving within a circular pipe of radius R in a 
constant property, laminar, fully developed hydrodynamically 
fashion without appreciable viscous dissipation. A sudden 
change in the outside ambient medium temperature to TL in
itiates the unsteadiness. Axial conduction is neglected, as is the 
temperature drop across the pipe wall of thickness b. 

For the conditions stated, an energy balance on the fluid 
and then on the wall of thickness b and use of the conjugation 
conditions of flux and temperature continuity at y = 0 give the 
partial differential equations along with their side conditions. 

In time domain I, t<x/umax, so that for the boundary con
dition being considered, dT/dx = 0, and the nondimensional 
problem statement becomes as follows in terms of a dimen-
sionless radial coordinate z = r/R. In time domain I, F<X/2, 

Contributed by the Heat Transfer Division and presented at the ASME 
Winter Annual Meeting, Anaheim, California, December 7-12, 1986. 
Manuscript received by the Heat Transfer Division July 27, 1987. Keywords: 
Forced Convection, Heat Exchangers, Transient and Unsteady Heat Transfer. 

d1<j> 1 d(f> d4> 

dz2 Z dz dF 
<t>(Q,z) = 0, z = 0, F>0, d<j>/dz = Q 

(1) 

(2) 

d<t> (l + b/2R) d<$> 
Z=1,F>0, -21 = 5 ( 1 - 0 - 5 : . L-£ (3) 

dz a dF 
The velocity profile, which is needed even in time domain I 

so that the bulk mean temperature can be calculated, is given 
by 

(4) u(z) = 2um[l-z2] 

Solution of Equations 

Applying the Laplace transform with respect to F to equa
tions (l)-(3) gives 

d2^ 1 dj> 
+ ~ =p<t> dz z dz 

Atz = 0,dj>/dz = 0 
dj> d<p / 1 -\ p 

z=\, ~ = S( </> )-^~(\ + b/2R)4> 
dz \p / a 

(5) 

(6) 

Solving equation (5) and applying the conditions of equation 
(6) gives the solution in the transform plane as 

4>(z,p) = -
htfpz) 

Ah p(l + b/2R) 

dS 

(7) 

To(-&) + -flltfp)} 

The wall temperature in the transform plane is found by set
ting z= 1 in equation (7). 

Next, for the limiting condition, a— oo, considered by Lin et 
al. (1983), where the storage capacity of the wall material is 
small compared to that of the fluid, the term containing a in 
the denominator of equation (7) vanishes. This condition may 
occur if a liquid is the flowing fluid in the pipe. A criterion 
that establishes the conditions under which an actual, finite 
value of a can be adequately represented by the solution for 
d-~oo will be developed later. 

Since the analysis is already restricted to time domain I, 
which, relatively speaking, occurs at the shorter times F, cor
responding to large p in the transform plane, a short-time 
solution is sought by using the large-argument expansions of 
the Bessel functions of equation (7) as available in 
Abramowitz and Stegun (1965). This type of solution is more 
appropriate than is the direct eigenfunction solution of equa
tion (1) because of the number of terms that would be required 
for adequate convergence at small values of time F. In addi
tion, the type of solution being developed here can, without 
too much more additional effort, be applied to cases of finite 
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a by retention of the term containing a in equation (7). This 
extension is not possible for the eigenfunction solution pro
cedure since the problem is no longer of the Sturm Liouville 
type. After introducing these expansions into equation (7), set
ting z=l, performing the division, and inverting the result 
term by term, one gets the analytical solution for the wall 
temperature as given next: 

(1<F 
(j>w(F)=S\-^r+(b1-C0l)F+ 

4exF
yl (e2-CMex)F

2 

+ • 

+ (g2 

+ 

8/ ,F5 '2 

15VTT 

-C 0 1 * , ) 

64/ ,F ' 

+ t/i-

FA 

24 

11/2 

F 3 

• C 0 1 / i ) - g - + 

3VTT 

\6glF
V2 

105vr 

10,395VTT 

(4k2 - l2)(4k2-

945VTT 

(i2-C0lh)F6 

720 

- 3 2 ) . . . (4k2 • 

+ (h2-C0lh{)-

• . . . } 

[2«- l ] 2 ) 

120 

(8) 

(9) 

i — " n l * = l > 

e, 

Cn,n+l —Sbn an+\ 

— h —C 

(10) 

(11) 
(12) 

«!8" 

i = "n 'k = 0t 

~Cn-l,n ("I ~ C 0 , ) 

fn =en + 2 ~ C / i ,n+l e l — C „ _ l n ( e 2 — C 0 , e , ) 

g„ is given by equation (12) with the e values replaced b y / 
on the right side, h„ is given by equation (12) with the e's 
replaced by corresponding g's, and /'„ is found by replacing the 
e's on the right side of equation (12) by h values. 

In order to get an expression for the bulk mean 
temperature, its definition, equation (13), is put into non-
dimensional form, then the velocity profile, equation (4), is in
serted and the Laplace transform is taken. This gives 

2 f* u 

7?2Jo um 

4>B(p)=4\jo (z-z^dz 

(13) 

After inserting $ (z, p) from equation (7), integration by parts 
and using an integral given in Luke (1962) yields, 

8S/2(V/5) 
<MP)= - (15) 

V[v£ / , (v£ ) + S/0(v£)] 
(In the event that time F is large enough so that the eigenfunc
tion solution would be used instead, a referee has kindly 
pointed out that the bulk mean temperature can be found by 
means of the same integration that gave equation (15) if one 
replaces the modified Bessel function I by the ordinary Bessel 
function / .) 

After employing the large-argument expansions in equation 
(15), dividing and inverting term by term results in 

(-4/7 3/2 p2 g ; 

<t>B(F) = 8 S j ^ ^ - (w, + C n , ) — + ^ V - F 5 / 2 - ^ T - ^ + C o , ) — + -
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(17) 

(18) 

945vx 

K l*=2. /« = w„ 
mn ~'n + 2 ~ C/>,n+l'l - C„_,„ (/2 — C0lli) 

n„ is given by the right side of equation (18) with / replaced 
by m and q„ is given by equation (18) when / is replaced by n. 

The nondimensional flux Qw can be obtained, for a—oo, by 
the following simple expression: 

Qw = 2S[l-4>w] (19) 

For very large values of S, it is found that the series solu
tions, equations (8) and (16), are convergent only for very 
small values of time F. This is remedied by a rearrangement of 
the expansions used in the divisions required by equations (7) 
and (15) so that, in effect, the quotient is given in terms of 
powers of S~' instead of S. 

Defining 

(14) a'„=aH/S, ^n,n+ 1 — On 
:C n ]„+ , /C 0 1 (20) 

N o m e n c l a t u r e 

a = pcpR/pwcpwb = ratio 
of thermal energy 
storage capacity of 
fluid to wall material 

b = pipe wall thickness 
B0, B{, B2 = series defined by equa

tions (21), (22), and 
(23) 

cp, cpK = specific heat capacity 
of fluid and pipe wall, 
respectively 

F = at/R2 = Fourier 
number 

h = local surface coeffi
cient of heat transfer 
between inside of pipe 
wall and inside flowing 
fluid 

h< h< h - modified Bessel func
tions of the first kind 

k = thermal conductivity 
of the inside fluid; 
also, an index used in 
equations (9), (10), 
and (17) 

Nu = h(2R)/k = Nusselt 
number 

n 
P 

R = 
S = 
t = 

T = 

T, = 

U = 

- index 
= Laplace transform 

parameter 
= local, instantaneous 

surface heat flux at in
side of pipe 

= 2Rqw/k(TL-T,) = 
nondimensional sur
face heat flux 

• radial coordinate from 
pipe center line 
pipe inside radius 
UR/k 
time 
local instantaneous 
fluid temperature 
bulk mean, ambient, 
and initial, as well as 
inlet, temperature, 
respectively 
overall heat transmis
sion coefficient be
tween ambient fluid 
outside of pipe and in
side pipe wall, based 
on inside surface area 

i "max 

X 

X 
y 

Z 
a 

e 
'w "B 

P , Pw 

0 

>v> <t>B 

1 1 

= local, mass average 
and maximum, fluid 
velocity 

= space coordinate along 
pipe 

= otx/R2um 

= space coordinate 
perpendicular to pipe 
wall 

= r/R 
= k/pcp = thermal dif-

fusivity of inside fluid 
= (T(x,y,t)-TL)/ 

(h-TL) = l-<j> 
= l-0w» l-<£fl> 

respectively 
= mass density of inside 

fluid and wall, 
respectively 

= (T(x,y, 0 - 7 , ) / 
(TL-T,) 

= wall and bulk mean 
values of </>, 
respectively 

= absolute value of 
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Fig. 1 Comparison of analytical, finite difference (Lin et al., 1983) and 
quasi-steady solutions for surface heat flux 
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Fig. 3 Bulk mean temperature, 0g = 1 - 0 B , versus time and com
parison with finite difference (Lin et al., 1983) and quasi-steady solution 
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o F in i te D i f fe rence Results 
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Then, for large values of S 

ewlF)=B2/B0, 6B(F)=Bl/B0 (24) 

The divisions in equation (24) lead to recursive-type relations 
of a form similar to those previously given as equations (17), 
(18), etc. If desired, the transient Nusselt number can now be 
found as Nu = Qw/(<l>w-<l>B). 

Quasi-Steady Approach 

Energy balances on the moving fluid and solid wall, respec
tively, in time domain I, give 

PBqS _ 

dF 
Nu(tf>W ( 7 S-0B < ? s) 

+ N u [ ^ l v a J - ^ ] = 2S[l- "wqSi 

(25) 

(26) 
a dF 

Solving equations (25) and (26) simultaneously leads to the 
following quasi-steady response functions for «—oo: 

Nu 

S = I00 
>wqS = 1-

/ N U N 

\ N u + 2 S / 
e-2SNiiF/(Nu + 2S) 

0 0.1 0.2 0.3 0.4 0.5 
F 

Fig. 2 Wall temperature, 0W = 1 - <AW, versus lime and comparison with 
finite difference (Lin et al., 1983) and quasi-steady solutions 

(27) 

<£a?s = l - e - 2 S N u F / ( N u + 2 S ) (28) 

Criterion for Validity of a-*oo Solution 

To develop an analytic criterion to determine the range of 
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finite a values for which the limiting "no wall" solution, 
a— oo, is an acceptable approximation, equations (25) and (26) 
will be considered further. A simple and easy-to-study solu
tion can be effected by successive approximations as follows. 
As a first approximation for 4>BqS, take </>flff.s = 0, which is 
essentially correct at very low F. This is then used in equation 
(26) to solve for 4>wqs, which is then used in equation (25) to get 
an improved approximation to 4>Bgs. Using this, the ratio of 
4>Bqs for finite a to that for a ^ oo is formed to yield the follow
ing, after definition of Kas F=a(Nu + 2S)/2Nu: 

(4>Bqs)a , [ g - ™ * - g - N ° n 

Requiring that the bulk mean temperature excess for finite a 
be within 5 percent of the value for a— oo for all F> 0.02 yields 
the criterion a>520/(1 + 2S/Nu). Next, equations (25) and 
(26) were solved without any approximations and the com
parison of the solutions for finite a to those for a— oo leads to 
a criterion virtually the same as the one arrived at with the ap
proximate solution of equation (29). The 520 becomes 540 and 
this number exhibits a separate dependence upon Nu/2S, so 
slight as to be negligible. Thus, we take the criterion to be as 
follows: 

540 
B a T T 2 S 7 N u ( 3 0 ) 

Results and Discussion 

The main analytical results of the present work are given by 
equations (8) and (24) for the wall temperature, equations (16) 
and (24) for the bulk mean temperature of the fluid, and equa
tion (19) for the surface heat flux, all as functions of non-
dimensional time F, and the parameter S. Values of S included 
those of Lin et al. (1983), namely, 0.10, 2.0, and 100, as well 
as 0.5 and 1.0 as typical of this parameter's size over a wide 
range of S. Plots of the results are given in Figs. 1-3. 

The analytical solution of the present work and the finite 
difference solution of Lin et al. (1983) were both compared, 
for S=100, to the limiting, S^oo, exact solution given in 
Siegel (1960). It was found that the numerical results of Lin et 
al. (1983) for the surface heat flux were 70 percent too high at 
F=0.01 and about 5 percent high at F=0.\0 because the lat
tice was not sufficiently refined during the most rapid part of 
the transient, a lack of agreement also noted by the authors in 
Lin et al. (1983). On the other hand, the present analytical 
results are virtually coincident with those of Siegel (1960). 

Comparison between the present analytical predictions and 
the finite difference predictions of Lin et al. (1983) are shown 
in Figs. 1, 2, and 3 for the heat flux, wall temperature, and 
fluid bulk mean temperature respectively. Agreement is seen 
to be excellent for S = 0.10 up to F-0.5, which is also the 
point at which the series in equations (8) and (16) begins to ex
hibit tendencies that, at larger F, will lead to nonconvergence. 
For the more rapid transient, S = 2.0, agreement between the 
present analytical series solutions and the finite difference 
results of Lin et al. (1983) is very good up to F= 0.20 with the 
above-noted tendency toward divergence being first evident at 
^=0.30. At the largest value of S, S= 100.0, the series in 
equations (8) and (16) diverges at very small values of F, 
necessitating the rearrangement of the expansions as shown in 
equations (20)-(23), giving equation (24), which is used for the 
S= 100 case. Once again it is seen that the agreement between 
the analytical predictions and the finite difference results of 
Lin is very good. 

With the dimensionless time, F, region of validity estab
lished for the analytical solution, in the first time domain, the 
analytical solution complements the numerical solution of Lin 
et al. (1983) at the low times and the high values of S, which 
would require extremely small time steps to achieve con-
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vergence. Extension of the results takes place when the 
analytical solution is used to generate the response functions 
at values of S other than the three given in Lin et al. (1983), 
such as was done at S = 0.5 and 1.0 in Figs. 2 and 3. This can 
be done quickly and economically since only elementary func
tions are required. 

The quasi-steady predictions given by equations (27) and 
(28) are plotted as dashed dot curves in Figs. 1, 2, and 3, and it 
is evident that its performance is acceptable only for S<0.10, 
which corresponds to the slowest of the transients. 

Finally, the question of assuming negligible thermal energy 
storage capacity of the pipe wall relative to that of the inside 
fluid, letting a—oo as was done in Lin et al. (1983) and in 
equation (7) of the present work, is dealt with. In particular, 
the practically important question is for what conditions, such 
as values of a, will the solutions for a-*oo adequately predict 
the results for finite a ? Tan and Spinner (1978) give some very 
rough, incomplete criteria in their work. Thus, it was decided 
to derive an appropriate criterion by making the analytical 
study which culminated in equation (30). 

The criterion, equation (30), was based on fluid bulk mean 
temperature, because the wall temperature requires a much 
less severe criterion and hence is even more closely approx
imated by the a—oo solutions when equation (30) is satisfied. 
For example, at F=0.02, when the equal sign in equation (30) 
leads to 5 percent agreement in </>fl, the agreement for <j>w is 
within 0.7 percent. Additional support for the criterion, equa
tion (30), was generated by comparison of the finite a and in
finite a fluid temperature solutions given in Clark et al. (1958), 
for a different type of transient, namely a step change in 
generation within the pipe wall and no convection to the am
bient. If S is set equal to zero in equation (30), the criterion 
a>540 serves very well in this case also. Unpublished finite 
difference results by the author for a different geometry, the 
parallel plate duct, also show acceptable agreement with equa
tion (30) for the case of S = 2.0. Since the solutions given in 
Tan and Spinner (1978), Clark et al. (1958), and as equation 

(29) of this work are quasi-steady solutions, the value of Nu 
used in equation (30) for the various comparisons was 
Nu = 3.66. Of course, since the criterion was based on quasi-
steady solutions, it must be treated as a guide for an actual 
transient as to when the limiting solution of a-* oo will accep
tably represent the case of finite a. 

It is interesting to see the wide range of minimum values of 
a required, in order that the a^oo solution be adequate, 
depending upon the value of S. From equation (30), it is found 
that for S = 0.1, a>512, for S = 2.0, a>258, and for S= 100, 
a>10. 

It is felt that the criterion, equation (30), is an important 
result because it allows effective, practical use and application 
of the limiting solution presented in this work, as well as that 
of Lin et al. (1983), Li (1986), and numerous other transient 
convection solutions in the literature that utilize the limit of 
a—oo. 

Conclusion 

The analytical solution developed for the unsteady pipe wall 
temperature, surface heat flux, and fluid bulk mean 
temperature represents an easier, faster to use, more 
economical alternative to finite difference solutions in the 
most rapid part of the transient in the first time domain. Fur
thermore, the basic procedure can be easily extended to handle 
the more general case of finite a. 

By working in the Laplace transform plane, the bulk mean 
temperature can be predicted without knowledge of the mov
ing fluid's temperature profile in the physical plane. 

The criterion developed in the present work allows one to 
apply the various available solutions for the limiting situation 
of a— oo to practical cases of finite values of a for both the 
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type of transient convection problem considered here and for 
other types as well. 

For the transients considered herein, the quasi-steady ap
proach can be badly in error and should not be employed 
unless S<0.10. 
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Three-Dimensional Laminar Heat 
Transfer and Fluid Flow 
Characteristics in the Entrance 
Region of a Rhombic Duct 
A solution methodology is developed to obtain three-dimensional fluid flow and 
heat transfer characteristics in the entrance region of a rhombic duct. Owing to the 
complexity of the geometry, the literature results are limited to the fully developed 
values. The numerical methodology is based on an algebraic coordinate transforma
tion technique, which maps the complex cross section onto a rectangle, coupled with 
a calculation procedure for three-dimensional parabolic flows, which reduces the 
problem to a series of two-dimensional problems. The Nusselt number and friction 
factor results are obtained for boundary conditions of uniform wall heat flux and 
uniform wall temperature. The asymptotic values of the Nusselt numbers and fric
tion factors approach the available fully developed results. The entry length results 
for the limiting case of <j> = 90 deg are in perfect agreement with the available ex
perimental and numerical results for a rectangular duct. 

Introduction 
A summary of the literature on heat transfer in laminar duct 

flows has been brought together in a book by Shah and Lon
don (1978). From a study of this information, it is apparent 
that only limited consideration has been given to three-
dimensional duct problems. The pioneering work is by 
Patankar and Spalding (1972) who developed a calculation 
procedure for three-dimensional parabolic flows. This pro
cedure was adopted by Prakash and Liu (1985) to study forced 
convection flow and heat transfer in the entrance region of an 
internally finned circular duct. Recently, Karki and Patankar 
(1985) applied this method to determine augmentation due to 
buoyancy effects in the entrance region of a shrouded fin 
array. The aforementioned duct problems are such that the 
cross-sectional boundaries lie along the coordinate axes and 
are classified as regular domain problems. A careful search of 
the literature failed to disclose any prior work on the 
hydrodynamic and thermal entrance region characteristics of a 
rhombic duct and many other ducts with irregular cross sec
tion. This has motivated the present study to obtain solutions 
for the entrance region of a rhombic duct. However, the 
methodology can be applied to other ducts with irregular cross 
sections. 

The numerical methodology that was used in this paper 
utilizes an algebraic coordinate transformation developed in 
previous papers by Faghri et al. (1984) and Asako and Faghri 
(1987) to map the irregular cross section onto a rectangle. This 
method was coupled with the calculation procedure for three-
dimensional parabolic problems developed by Patankar and 
Spalding (1972) to obtain solutions in the downstream region 
from the upstream information. The numerical solutions were 
carried out for both uniform wall temperature and uniform 
wall heat flux and for four values of the duct angle ($ = 30, 45, 
60, and 90 deg) and for four values of the Prandtl number 
(Pr = 0, 0.7, 8, and oo). The Nusselt number and pressure drop 
results were compared with the available fully developed 
values and also with the entrance region results for the limiting 
case where 0 = 90 deg. In this case, the rhombic duct reduces 
to a rectangular duct. 

Contributed by the Heat Transfer Division and presented at the 
AIAA/ASME Thermophysics and Heat Transfer Conference, Boston, 
Massachusetts, June 2-4, 1986. Manuscript received by the Heat Transfer Divi
sion July 30, 1986. Keywords: Forced Convection, Heat Exchangers, Numerical 
Methods. 

Formulation 

Description of the Problem. The problem to be considered 
in this study is schematically depicted in Fig. 1(a). It involves 
the determination of heat transfer and fluid flow 
characteristics for laminar, incompressible, forced convection 
in the entrance region of a rhombic duct. As seen in this 
figure, the fluid enters the duct with a uniform velocity w and 
a uniform temperature Tt. Two types of thermal boundary 
condition are considered: a uniform heat input per unit axial 
length with a uniform temperature at any cross section, and a 
uniform temperature both axially and peripherally. These are 
the H\ and T boundary conditions, respectively, of Shah and 
London (1978). Figure 1(b) pictures the cross section of the 
duct. As seen in this figure, two walls of the duct lie along the 
x axis, while the other walls do not lie along the y axis, but 
they make an angle </> with the x axis. The deviation from the y 
axis is denoted by e{y). Then, the methodology set forth in 

u = v = 0 

(a) 

(b) 

Fig. 1 (a) An axial coordinate of the rhombic duct; (o) a cross section of 
the rhombic duct 
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papers by Faghri et al. (1984) and Asako and Faghri (1987) 
can be used to map the cross section onto a rectangle. The 
geometry of the duct is specified by length L, height H, and 
the angle </>. I f / / i s chosen as a reference length, then L/H and 
<$> are the geometric parameters. However, L/H can be ex
pressed in terms of </>. Therefore, the only geometric 
parameter of the problem is the duct angle 4>. 

The duct problem under consideration is a three-
dimensional problem. However, because of the predominant 
flow in the z direction, the problem is assumed to be parabolic 
in this direction and the calculation procedure developed by 
Patankar and Spalding (1972) is adopted. In this method, like 
other boundary layer problems, the diffusion is neglected 
along the predominant flow direction. Also, along this direc
tion, the pressure is assumed to be "one way." With this 
assumption, the longitudinal and lateral pressure gradients are 
uncoupled (i.e., p=p' -hpwhere/?' is pressure variation in the 
cross-stream direction and p is the cross-sectional aver
aged pressure). Therefore, like other parabolic problems, the 
marching procedure is employed in the z direction, and the 
problem numerically reduces to a two dimensional problem. 

Conservation Equation. The governing equations to be 
considered are the continuity, momentum, and energy equa
tions. Constant thermophysical properties are assumed and 
natural convection is excluded. The following dimensionless 
variables are used: 

X=x/Dh, Y=y/Dh, Z=z/(DhRe), 

U=uDh/v, V=vD„/v, JV=w/w, 

P=p/(pw2), P'=p'D2/(pV
2), 

6 = (T- Ti)/(TW - T,) for the ^boundary, 

where Dh is the hydraulic diameter , Dh = 4(area) / 
(perimeter) = 4HL/(4L) = H; Re is the Reynolds number, 
Re=wDh/v; and Q' is the heat input per unit axial length. 
Then, upon the introduction of the dimensionless variables, 
the parabolized governing equations take the following forms: 

dU/dX+ dV/dY+ dW/dZ = 0 (2) 

d(UU)/dX+d(VU)/dY+d(WU)/dZ=V2U-dP'/dX (3) 

d(UV)/dX+d(VV)/dY+d(WV)/dZ=V2V-dP'/dY (4) 

d(UW)/dX+d(VW)/dY+d(WW)/dZ= V2W-dP/dZ (5) 

d(U6)/dX+d(Ve)/dY+d(W8)/dZ = (l/Pr)V2d (6) 

where 
V2 = d2/dX2 + d2/dY2 (7) 

8 = (T- Tj)/(Q' /K) for the H\ boundary (1) 

The streamwise second derivatives are neglected on the right 
hand side of equations (3)-(6) because of the predominant 
flow direction. To complete the formulation of the problem, it 
remains to discuss the boundary conditions. These are: 

at duct inlet 

u = v = 0 

w = w: uniform 

T=Tt: uniform 

p=Pi\ uniform (8) 

u = v=w = 0 

T= Tw (9) 

at wall 

N o m e n c l a t u r e 

CP 
Dh 

f 

H 
K 

k 
L 

m 
Nu 
Pr 
P 

P' 

P 

Pi 
Q 

Q' 

Re 
T 

Tb 

= specific heat of the fluid 
= equivalent hydraulic 

diameter = H 
= friction factor, equation 

(25) 
= height of a rhombic duct 
= incremental pressure drop, 

equations (26) 
= thermal conductivity 
= length of a side of a rhom

bic duct 
= total mass flow rate 
= Nusselt number 
= Prandtl number 
= pressure 
= pressure driving the cross-

stream flow 
= cross-sectional average 

pressure 
= pressure at the inlet plane 
= total heat transfer up to z 
= heat input per unit axial 

length for the HI boundary 
condition 

= Reynolds number =wDh/v 
= temperature 
= bulk temperature, equation 

(27) 

T, 

Tw 
U, V 

H, V 

w 
w 
w 

X, Y 

x,y 
Z 

z 
a 

0 
8(Y) 

«w 
V 

e 
e 

= uniform temperature of the 
fluid at the inlet plane 

= wall temperature 
= dimensionless velocity com

ponents, equation (1) 
= velocity components 
= dimensionless axial velocity 

component, equation (1) 
= axial velocity component 
= uniform axial velocity at the 

inlet plane 
= dimensionless coordinates: 

X=x/Dh, Y=y/Dh 

= coordinates 
= dimensionless axial 

coordinate = (z/DA)/Re 
= axial coordinate 
= geometric function, equa

tion (19) 
= geometric function, equa

tion (15) 
= dimensionless deviation 

from y axis = e (y)/Dh 

= deviation from y axis 
= transformed coordi

nate = (x — e) lDh 

= diffusion term= -9<I>/d£ 
= dimensionless temperature, 

equation (1) 

A = pseudodiffusion 
term = j3(d*/d£) 

ix = viscosity 
v = kinematic viscosity 
£ = transformed coordinate = Y 
p = density of the fluid 
4> = angle of rhombic duct 
$ = general dependent variable 
ty = pseudodiffusion 

term = (3(a*/a7)) 
fi = diffusion term = 

Subscripts 
fd = refers to the fully developed 

conditions 
HI = refers to the case of 

uniform heat input per unit 
axial length with a 
peripherally uniform 
temperature at any cross 
section—the HI boundary 
condition 

T — refers to the case of a 
uniform temperature both 
axially and peripherally— 
the T boundary condition 
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Numerical Solutions. The solution methodology consists 
of two steps. The first step is to introduce a transformation of 
coordinates, which maps the duct cross-section onto a rec
tangle. The second step is to reduce the three-dimensional 
problem computationally into a series of two-dimensional 
problems. The methodology to accomplish the first step is 
documented in earlier papers by Faghri et al. (1984) and 
Asako and Faghri (1987). Therefore, only a brief description 
will be given here. In this methodology, the X, Y coordinates 
are first transformed into 77, £ coordinates by the relation 

•q=X-b(Y), £=ywhereS(Y) = eO0AD/, (10) 

In terms of the new coordinates, the solution domain is de
fined by 0 < i) < L/H, 0 < £ < 1. The exact values of b{ Y) and its 
derivatives are as follows: 

5= y tan (90 -0 ) (11) 

dd/dY= tan (90 -0 ) (12) 

d28/dY2 = di8/dYi = 0 (13) 

Then, a new velocity component Uv is introduced as 

U, = U-0V (14) 

where /3 is a function of yand is expressed as 

P = d&/dY (15) 

Combining equaitons (3), (4), and (14), the Uv momentum 
equation can be obtained as follows: 

u(duri/dX)+v(duri/dY)+w(duJI/dZ)-(d2u^dx2) 

-(d2Uv/dY2)=~dP'/dX+pdP'/dY-V(d^/dY) 

+ V(d2P/dY2) + 2(dV/dY)(dl3/dY) (16) 
This equation will be solved instead of the U momentum equa
tion. Interested readers may refer to the paper by Faghri et al. 
(1984) for its derivation. 

Attention will now be focused on the solution methodology. 
The governing equations (2), (4), (5), (6), and (16) are first in
tegrated over a control volume in physical space bounded by 
lines of constant rj and constant £ using the divergence 
theorem. Then, a formal coordinate transformation is per
formed from X, Y to ??, £ by using the following transforma
tions: 

(d/dX)Y = (d/dv)i 

(3 /310*=-0 (3 /3 i j ) t +(3 /30 , (17) 

Finally, the integrated transformed governing equations are 
written in the following common form: 

[V<i> + T(6 + y)]dri- \ [K* + r ( e + ¥)]cfy 
1 J3 

+ j [t/,*+r(0+A)]rf$- j 4 [t/,*+r(Q+A)]df 

= - f W(di/dZ)dr,d^ + b (18) 

where * stands for £/,, V, W, or 6, and T is the diffusion coef
ficient, which is equal to 1 for the momentum equations and 
1/Pr for the energy equation. The variables Q, 0, A, and * are 
abbreviations, which are defined as follows: 

Q=-a(d$/dr,), 9 = - ( 3 $ / 3 £ ) , 

A = (3(3$/3£), * = /3(3*/3r/) where a = 1 + /32 (19) 

The b term in the £/, momentum equation is obtained from 
the right-hand side of equation (16), which simplifies to 

b=~\ [a(.dP'/dri)-p(.dP'/dZ)]dr)dt 

[V2{d28/di2)-V^8/de) 

a +2/3(dV/dri)(d28/dt2)-2(dV/dO(d28/dZ2)]dr,d£ (20) 

s 
and for the V momentum equation reduces to 

) r 
b=-\ [(dP'/dt)-P(dP'/dri)]dr)dZ (21) 

s . . . 
and for the W momentum equation is given by 

) 
Finally, the b term is zero for the energy equation. 

) The methodology to accomplish the second step is fully 
described by Patankar and Spalding (1972). The discretized 
procedure of the transformed equation is based on the power -

) law scheme of Patankar (1981), and the discretized equations 
are solved by using a line-by-line method. The lateral pressure 
and velocity are linked by the SIMPLE algorithm of Patankar 

) (1980) while the longitudinal pressure is corrected by the 
a pressure correction methodology based on the total mass flow 

rate suggested by Patankar and Spalding (1972). 
From an examination of the governing equations (2) to (6) 

and also the geometry of the problem, there are two 
parameters whose values have to be specified prior to the in
itiation of the computation. These are the Prandtl number, 
Pr, and the duct angle 0. In this paper, values of 0, 0.7, 8, and 

' 00 are selected for Pr and the selected values of 0 are 30, 45, 
60, and 90 deg. When 0 = 90 deg, the rhombic duct reduces to 
a rectangular duct. 

The computation are performed with (22x22) grid points. 
These grid points are distributed in a nonuniform manner with 

- higher concentration of grids close to the walls in both direc-
/ tions. Each interior control volume contains one grid point 
; while the boundary adjacent control volume contains two grid 
- points. Supplementary runs are performed with (8x8), 
- (12 x 12),(18 x 18), and (26 X 26) grid points to investigate grid 

size effect. 

Solution Procedure for HI Boundary Condition. For the 
case of isothermal walls, the T boundary condition, the 

' temperature T„ is known and there is no difficulty. However, 
5 for the second type of thermal boundary condition, the H\ 

boundary condition, there is some difficulty. A solution pro
cedure for this condition was described by Prakash et al. 
(1985). The temperature T„ is unknown and is a function of z. 
Instead, the bulk temperature is known, and can be obtained 
by a heat balance as 

Tb = Ti + Q'z/(mcp) (23) 

In the procedure suggested by Prakash et al. (1985), the wall 
temperature is adjusted iteratively until the computed bulk 

1 temperature is in agreement with the exact bulk temperature 
given by equation (23). In other words, if 7* is the wall 
temperature at the location z at the kth iteration, leading to a 
computed bulk temperature Tk

b, then in the next iteration, T„ 
is adjusted by the equation 

Ti+l=(Tk
w)(Tb/T

k
b) (24) 

where Tb is the desired bulk temperature given by equation 
(23). When the problem converges, Tb = Tk

b, and Tk
w

+l = Tk
w. 

About 40 to 50 iterations are required to get the convergence 
of the wall temperature to five significant digits. 
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Table 1 Fully developed values of (/Re) and incremental pressure drop 
K 

<t> 

90 

60 

45 

30 

(f Re) f < d_ K(co) 

Present 
work 

14.108 

13.729 

13.302 

12.800 

Table 2 

Grid Po in t s 

Shah Present Shah 
(1975) work (1975) 

14.227 1.445 1.551 

13.830 1.538 1.673 

13.381 1.673 1.850 

12.803 1.883 2.120 

Grid size effect on (/Re) 

(f Re) f , e r r o r 

( 8 X 8 ) 12.590 5.9 % 
(12 X 12) 13.118 2.0 % 
(18 X 18) 13.253 0.96% 
(22 X 22) 13.302 0.59% 
(26 X 26) 13.325 0.42% 

Shah (1975) 13.381 

Fully Developed Region. Sufficiently far downstream 
from the inlet plane, the flow becomes fully developed. The 
equations governing the flow in this region are obtained from 
equations (2) to (6) by setting u = 0, v = 0, and assuming w to 
be independent of z. The fully developed results are obtained 
by solving these equations separately. 

Computational Procedure. The fully developed results are 
obtained first. Then the results in the developing region are 
computed. The computation is continued far downstream so 
that the Nusselt numbers agree with their fully developed 
values to within 1 percent. At each marching step, sufficient 
number of iterations are performed. About 40 to 50 iterations 
are required to get the convergence of Wand 6 to five signifi
cant digits. About 100 iterations (maximum) are required for 
the convergence of the U, V, and P equations. This is because 
of the presence of the extra terms (e.g., A, i/s and b in equation 
(18)), which arose from the coordinate transformation 
methodology. These extra terms were incorporated in the 
source term. Therefore, a large number of iterations is re
quired. The first dimensionless step size is taken as 2x 10~5. 
Starting with this value, subsequent step sizes are gradually in
creased using the relation AZ=(l.l)(previous AZ) until 
AZ< (Ar/)J,in/5 where (Arj)min is the minimum value of the con
trol volume size in the rj direction. The maximum step size AZ 
is8.3xlO-5, l . lx l0~ 4 , 1.6xl0~4 and3.1xl0~4 for^ = 90, 
60, 45, and 30 deg, respectively. This criterion was determined 
empirically to obtain a stable solution. Thus, marching to 
Z = 0.1 requires in excess of 1000 longitudinal steps. 

Hydrodynamic Results. 
fined as 

The local friction factor / is de-

/= 
(-dp/dz)D„/4 

(pw2)/2 
(25) 

In the fully developed region, the friction factor becomes in
versely proportional to the Reynolds number, and (/Re) 
becomes independent of z- The pressure drop from the inlet up 
to z is defined as &p=pi—p(z) where /?,- is the pressure at the 
inlet plane. This pressure drop can be expressed as 
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Fig. 2 Effect of mesh size on the pressure drop 

Fig. 3 Comparison of the pressure drop for computational and ex
perimental results (<> = 90 deg) 
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Fig. 4 Incremental pressure drop K as a function of dimensionless 
axial length 
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Pi ~P(Z) 
(pw2)/2 = ^ G x k ) + * ( z ) (26) 

where (/Re)yd refers to the fully developed values. 
(/Re)fd(4z/D,,Re) represents the pressure drop if the flow were 
fully developed all the way from the inlet. K(z) is the in
cremented pressure drop due to the entrance effect. 

Results and Discussion 

Friction Factor for Fully Developed Flow. The computed 

fully developed friction factors are given in Table 1. Shah 
(1975) analyzed the fully developed flow in a rhombic duct 
and obtained the values of (/Re)/d. His results are also listed in 
Table 1. As seen from this Table, the (/Re)/rf values of the 
present computation are slightly lower than the values of 
Shah. 

= <4,9X10" 

Z = 1.1X10" 

Z = 3.8X10" 

Z = 1.1X10"' 

Fig. 5(a) Axial velocity W contours (<i = 45 deg) 

Fig. 5(b) Velocity vectors l(z/Dh)/Re = 1.1 x 10 2\ 

1 = 1,1X10" 

Fig. 5(c) Velocity vectors (<> = 45 deg) 

Z = 1,1X10" 

Fig. 5(d) Contours of (T - T,)/(TW - T() (or T boundary condition 
(Pr = 0.7, <j> = 45deg) 
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Fig. 6 Nusselt number with T boundary as a function of dimensionless Fig. 7 Nusselt number with T boundary condition as a function of 
axial length (Pr = 0 and 0.7) dimensionless axial length (Pr = 8 and oo) 

Mesh Size Effect. Axial pressure distributions for <£ = 45 
deg under different mesh sizes are given in Fig. 2. Inspection 
of this figure indicates that the normalized pressure defect 
depends strongly on the mesh size when the mesh size is 
coarse. 

Comparisons of the (/Re)/d for </> = 45 deg under various 
mesh sizes with the values of Shah (1975) are made in Table 2. 
Thus a (22x22) mesh is chosen to maintain relatively 
moderate computing costs. 

Comparisons With Previous Results. The comparison of 
the axial pressure distribution for $ = 90 deg is given in Fig. 3 
with the experimental data of Beavers et al. (1970). As seen 
from this figure, the result of the present computation agrees 
well with the experimental data. Patankar and Spalding (1972) 
have numerically obtained an axial pressure distribution for 
<j> = 90 deg, which is also in perfect agreement with the present
ly computed results. 

Incremental Pressure Drop in the Entrance Region. 
Results for the incremental pressure drop K are plotted in Fig. 
4 with the angle $ as a curve parameter. As expected, K in
creases with z and approaches asymptotically a constant value 
at a large axial distance. It is noteworthy that the value of K is 
independent of the angle <t> near the inlet. 

The asymptotic value of K for large z is called K(°°), and it 
represents the total incremental pressure drop due to the en
trance effect. This value is obtained graphically by ex
trapolating the results of Fig. 4, as is summarized in Table 1, 
and is compared with the values by Shah (1975). The results 
indicate that the total incremental pressure drop K(<x>) in
creases with the angle 4>. The dashed lines in Fig. 4 indicate the 
total incremental pressure drop A^oo). 

Axial Velocity Contours, Velocity Vectors, and Contours of 
Isotherms. Representative contours of the axial velocity W 
are presented in Fig. 5(a). This figure is for 4> = 45 deg, and for 
the dimensional axial distance Z [ = (z/D,,)/Re] ranging from 
4.9xlO~3 to 1.1 x l O - 1 . As seen from this figure, the axial 
velocity at the central point of the cross plane increases with 
the distance z from the inlet plane, and it approaches the fully 
developed value (W=2.23) far from the inlet plane. 

Representative velocity vectors of the cross-stream flow are 
presented in Fig. 5(6) at Z [ = (z /DJ/Re] = 1.1 x 10~2. As seen 
from this figure, the cross-stream velocity vectors of the rhom
bic duct are stronger than that of the rectangular duct at the 
same location from the inlet plane. 

Representative velocity vectors of the cross-stream flow are 
also presented in Fig. 5(c). This figure is for <j> = 45 deg and for 
the dimensionless axial distance Z ranging from 4.9x 10~3 to 
1.1 x 10~'. As seen from this figure, the cross-stream flow is 
diminished far from the inlet plane. 

Representative contours of {T-Ti)/{TW-Ti) for the T 
boundary are presented in Fig. 5(d). This figure is for 0 = 45 
deg and Pr = 0.7, and the dimensionless axial distance Z rang
ing from 4.9x 10"3 to 1.1 x 10 - 1 . As seen from this figure, 
the temperature at the central point of the cross plane in
creases with the distance z from the inlet plane, and ap
proaches the wall temperature far from the inlet plane. 

Thermal Results: Isothermal Duct—The T Boundary Con
dition. The T boundary condition corresponds to a uniform 
temperature Tw both axially and peripherally. The bulk 
temperature Tb(z) at an axial location z is given by 

Tb(z) = 
1 

mCp J A 
CppwT dA (27) 

and the heat transfer Q(z) up to a distance z is equal to 

QLz) = fnC„{Tb-T,) (28) 

The averaged Nusselt number up to the axial location z and 
the local peripheral average Nusselt number at an axial loca
tion are defined as 

N u w r = 
Q/(4L)z Dh 

(Tw-Tb) 

dQ/dZ Dh 

(Tw-Tb) T 
(29) 

where (T„ — Tb) is the log-mean temperature difference given 
by 

Tw — Tb — 
(Tw-T,)-(TW-Tb) 

inKrw-r,.)/(7;-:rA)] (30) 

The fully developed Nusselt number values for the developed 
flow (Pr = oo) are listed in Table 3. Shah (1975) did not present 
these values for the T boundary condition. The fully 
developed Nusselt number values for the slug flow (Pr = 0) are 
also listed in Table 3. They differ from those obtained for the 
developed flow. 

Results for the N u w r and N u r are plotted in Figs. 6 and 7 
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Table 3 Fully developed Nusselt number values 

90 

60 

45 

30 

Developed 

Present 
work 

2.974 

2.743 

2.471 

2.136 

NumT 

Flow 

Shah 
(1975) 

2.976 

-

-

-

Slug Flow 

Present 
work 

4.912 

4.657 

4.353 

3.966 

Developed 

Present 
work 

3.610 

3.378 

3. 107 

2.777 

NuH1 

Flow 

Shah 
(1975) 

3.608 

3.367 

3.080 

2.722 

Slug Flow 

Present 
work 

7.054 

6.865 

6.651 

6.400 

with the angle <t> as the curve parameter. The dashed lines in 
these figures indicate the local peripheral average Nusselt 
number Nu r . The fully developed Nusselt number values are 
also plotted in these figures by chain lines. As expected, N u w r 

and Nu r decrease with z and approach the fully developed 
values. It is noteworthy that the thermal entrance length 
depends slightly on the angle <j>, tending to decrease with <j>. 
Comparisons of the Nusselt number with the literature for 
<j> = 90 deg are given in Figs. 6 and 7. An extremely good agree
ment is obtained for Pr = <». Note that the Nusselt number 
values by Guidice et al. (1979) is for P r= 1. 

Thermal Results: Uniform Heat Input per Unit Axial 
Length—HI Boundary. The local Nusselt number is defined 
as 

Nu„, = 
Q'/(4L) Dh 

(Tw-Tb) K 
(31) 

where T„ is the wall temperature, which is uniform peripheral
ly, and Tb is the local bulk temperature given by equation (23). 

The fully developed Nusselt number values for the fully 
developed flow (Pr = oo) are listed in Table 3 as well as the 
values by Shah (1975). The present computed results are in 
perfect agreement with the values obtained by Shah. The fully 
developed Nusselt number values for the slug flow (Pr = 0) are 
also listed in Table 3. They differ from those for the fully 
developed flow. 

Results for the N u m are plotted in Figs. 8 and 9 with the 
angle 4> as the curve parameter. The fully developed Nusselt 
number values are also plotted in these figures by chain lines. 
As expected, Nuwl decreases with z and approaches the fully 
developed values. It is noteworthy that the thermal entrance 
length depends slightly on the angle <j>. The comparisons of the 
Nusselt number for 4> = 90 deg are given in Figs. 8 and 9. Small 
deviations can be seen in these figures. The Nusselt number 
value by Chandrupatla et al. (1978) is for P r= 1. 

Concluding Remarks 

Three-dimensional heat transfer and fluid flow 
characteristics in the entrance region of a rhombic duct are ob
tained numerically by a coordinate transformation technique 
coupled with a calculation procedure for three-dimensional 
parabolic flows. The fully developed values of the Nusselt 
numbers and friction factors approach the available asymp
totic results. The entry length results for the limiting case of 
rectangular duct are in perfect agreement with the experimen
tal and numerical results. 
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Turbulent Transport on the 
Endwall in the Region Between 
Adjacent Turbine Blades 
The complex three-dimensional flow in the endwall region near the base of a turbine 
blade has an important impact on the local heat transfer. The initial horseshoe 
vortex, the passage vortex, and resulting corner vortices cause large variations in 
heat transfer over the entire endwall region. Due to these large surface gradients in 
heat transfer, conventional measurement techniques generally do not provide an 
accurate determination of the local heat transfer coefficients. In the present study, 
the heat/mass transfer analogy is used to examine the local transport coefficients for 
two different endwall boundary layer thicknesses and two free-stream Reynolds 
numbers. A linear turbine blade cascade is used in conjunction with a removable 
endwall plate. Naphthalene (Cl0Hs) is cast into a mold on the plate and the rate of 
naphthalene sublimation is determined at 6000 + locations on the simulated endwall 
by employing a computer-aided data acquisition system. This technique allows one 
to obtain detailed contour plots of the local convection coefficient over the entire 
endwall. By examining the mass transfer contours, it is possible to infer information 
on the three-dimensional flow in the passage between the blades. Extremely high 
transport coefficients on the endwall indicate locations of potential overheating and 
failure in an actual turbine. 

Introduction 
To increase the efficiency and power of modern aircraft gas 

turbine engines, designers are continually trying to raise the 
maximum turbine inlet temperature. Over the last decade the 
temperature has risen from 1500 K to 1750 K in some high-
performance engines. Of this 250 K increase, only about 25 
percent can be attributed to improved alloys (Hennecke, 
1982). New materials, such as ceramics, could help increase 
this maximum temperature even more in the future. However, 
most of the recent improvements in inlet temperature come 
from better cooling of the blades and a greater understanding 
of the heat transfer and three-dimensional temperature 
distribution in the turbine passage. Higher gas temperature 
generally causes increased blade temperatures and greater 
temperature gradients, both of which can have a detrimental 
effect on service life. In some situations, an increase in metal 
temperature of 15°C can reduce a component's life by half 
(Metzger and Mayle, 1983). 

The goal of gas turbine heat transfer analysis is to obtain a 
detailed cooling scheme, for the turbines, blades, and endwall 
structures between the blades, that allows for maximum inlet 
temperature. Most studies on heat transfer to gas turbine 
components deal with the two-dimensional flow region far 
from the blade endwall. Even here, the flow and transport 
mechanisms are complex. The present study considers the even 
more complex endwall region and how the endwall secondary 
flows influence the heat transfer. Analysis of the flow and 
heat transfer in this region is extremely difficult. Although 
impressive strides have been made recently in predicting the 
major secondary flow phenomena (saddle point on endwall, 
leading edge horseshoe vortex, Hah, 1984), modern 
computational schemes still do not have the needed accuracy 
to calculate heat transfer in the endwall region. This implies 
that at present industry must resort to experimentation for 
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heat transfer design improvements and the data base needed 
for future numerical work. 

The flow field near the endwall generates a complex pattern 
in the convective heat transfer distribution on both the passage 
endwall and the blades. Knowledge of the local heat transfer 
distribution throughout the passage is essential in 
understanding the flow field's effect on heat transfer. This 
study provides detailed results for the endwall region of a 
particular blade configuration by employing the heat/mass 
transfer analogy. 

Several investigators have already looked at endwall heat 
transfer in a cascade. Blair (1974) investigated the film cooling 
effectiveness and convection heat transfer coefficient 
distributions on the endwall of a large-scale turbine vane 
passage. Graziani et al. (1980) looked at heat transfer to both 
the airfoil and the passage endwall in a blade cascade using a 
series of strip heaters in combination with an array of 
thermocouples. Georgiou et al. (1979) studied iso-heat-
transfer-rate lines on the endwall by using an isentropic 
compression tube facility along with thin film heat transfer 
gages. York et al. (1984) obtained endwall heat transfer results 
using measurements from a double layer grid of 
thermocouples as input to a finite element solution. A 
comparison was made by Gaugler and Russell (1984) between 
heat transfer distributions and visualized secondary flows on a 
turbine endwall. 

The present study uses a mass transfer system to study the 
transport coefficient on the endwall. Related mass transfer 
results include: Goldstein and Kami (1984) and Sparrow et al. 
(1984) who both investigated the effects of an endwall 
boundary layer on a cylinder in crossflow using mass transfer; 
Goldstein and Taylor (1982) looked at mass transfer in the 
neighborhood of film cooling holes. In addition, Kan et al. 
(1971) conducted a local mass transfer experiment on a two-
dimensional blade in a cascade. 

One important advantage of the mass transfer technique is 
that much greater detail of the local transfer coefficient can be 
obtained. In the present study, measurements were taken at 
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6387 locations over the test area, in comparison to fewer than 
200 points for any of the previous endwall studies. Another 
advantage of mass transfer is that regions of high gradients are 
more easily determined; conduction in the test plate that 
smooths out local extremes in heat flux is not a problem. 

Experimental Apparatus and Procedure 

This study has been carried out at the University of 
Minnesota Heat Transfer Laboratory using an open circuit 
wind tunnel with a test section 46.9 cm wide by 60 cm high. 
The test section has a steel floor, plexiglass sides and top, and 
contains a rectilinear turbine blade cascade consisting of six 
scaled-up high-performance (G.E. CF6-50 Stage One High 
Pressure) turbine blades running the height of the test section. 
The blades have a chord length and aspect ratio of 16.91 and 
3.55, respectively. The turbine blade coordinates can be found 
in Ito (1976). The top of the test section has a hole cut out for 
the insertion of a test plate, which contains a flat molded-
naphthalene surface positioned on top of the third, fourth, 
and fifth blades of the cascade. 

A drawing of the test plate used to contain the naphthalene 
is shown in Fig. 1. The leading edge of the plate is at the same 
angle to the oncoming flow as the cascade to provide similar 
upstream boundary conditions for equivalent locations in 
both of the active mass transfer endwall passages. Three 
thermocouples are embedded just under the naphthalene 
surface at different positions on the plate. These 
thermocouples measure the temperature near the 
naphthalene-air interface to determine the surface vapor 
pressure. All thermocouple readings are within 1 mV 
(~ 0.02°C) of each other, indicating that the temperature 
variation along the plate is insignificant. 

A brief outline of the data acquisition system follows; a 
more complete discussion of the system is given by Goldstein 
et al. (1985). Two stepper-motor-driven positioning tables 
provide controlled measurement over the entire naphthalene 
surface. The test plate is mounted on the lower positioning 
table while the upper table moves a depth gage over the 
naphthalene surface. This depth gage is a Linear Variable Dif
ferential Transformer (LVDT) with a linear operating range of 
0.020 in. (0.51 mm) and resolution of about 2.0 /*in. (50 fim). 
The LVDT is connected to a signal conditioner, which supplies 
excitation and converts the a-c signal output of the gage to a 
calibrated d-c voltage. A voltmeter reads the voltage output 
and sends the signal to a minicomputer for data reduction. To 
control the stepper-motors, a HP-85 microcomputer is used. 
Between this computer and the motors is a hardware interfac
ing component, which converts the HP-85 com
mands from digital signals into a number of properly se-

Nomenclature 

39.37 

©Thermocouple Locations units: cm 

Fig. 1 Tesl plate showing naphthalene surface 

quenced phase control signals, which instruct the stepper-
motors physically to move. 

Prior to a wind tunnel test, the test plate, which has been 
cast with naphthalene, is mounted on the lower positioning 
table of the data acquisition system. The initial naphthalene 
surface profile is measured over a specified nonuniform rec
tangular grid of points on the test plate. In regions where steep 
gradients are known to exist (from preliminary tests), more 
points are taken. After these initial measurements, the plate is 
removed from the positioning tables, enclosed in a special car
rying case (to eliminate sublimation during transport), and 
moved to the wind tunnel room. The test plate is placed in the 
test section on top of the turbine blades and exposed to the air 
stream for a period of 90-120 min, depending on run condi
tions. A second set of naphthalene surface measurements is 
taken next at the same specified locations on the test plate as 
the preliminary measurements. Reference points on the metal 
surface are also taken during the initial and final runs. These 
reference points are used to calculate reference planes from 
which the local naphthalene surface profiles are measured. 
The actual amount sublimed at each location is determined by 
subtracting the final local measurement from the initial one, 
where both measurements are taken with respect to their 
reference planes. Based on test conditions and the amount of 
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naphthalene sublimed, the local mass transfer Stanton number 
is calculated. Note that sublimation occurs continuously 
throughout the measurement process, but even at the locations 
of least mass transfer this is only about 7 percent of the total 
local sublimation. A correction is applied in the data reduction 
for the amount sublimed during handling and the measure
ment process. For all data runs, the maximum sublimation 
never exceeded 0.254 mm (0.01 in.) or 0.15 percent of the 
blade's chord length; thus change in geometry of the passage is 
not a problem. 

An uncertainty analysis using the method outlined in Mof
fat (1982) reveals that the technique used has an overall error 
margin of 4.7 percent. The largest sources of uncertainty are 
in the test plate alignment process and in the naphthalene 
vapor pressure, which is used to calculate the mass transfer 
Stanton numbers. Deviations between the individual runs are 
usually less than 3 percent in the passage, while slightly greater 
discrepancies were found in the region upstream of the blades. 
Preliminary tests that included several passages showed that 
the periodicity of the measurements from blade passage to 
passage are likewise typically within 3 percent. 

Heat-Mass Transfer Analogy 

The analogy is based on the fact that the governing differen
tial equations for mass and energy transport are essentially the 
same. One merely has to replace the nondimensional 
parameters in the energy equation by the corresponding 
parameters (e.g., T and Pr, by w and Sc) to obtain the mass 
transfer equation. This analogy is valid only for a constant 
property fluid, which can be assumed as long as the 
transported quantities (heat or mass) are not creating large 
gradients in the flow (Eckert, 1972, 1976). In using mass 
transfer results for heat transfer predictions, care must be 
taken when the value of the Schmidt number in the mass 
transfer study differs from the Prandtl number in the heat 
transfer application. Basically this is equivalent to doing a 
parallel heat transfer study with a fluid of different Prandtl 
number from the one of interest in an application. In either 
event, one needs to be aware that there is a variation in con-
vective transport with Prandtl (Schmidt) number and that this 
variation is generally a function of both geometry and 
Reynolds number. Many analogies and anslyses have been 
used to predict this Prandtl number variation in pure heat 
transfer cases, but even today this is not completely estab
lished, especially with intense vortices such as those en
countered in the present work. Although the Schmidt number 
for naphthalene diffusion in air is approximately 2.0,' the 
primary application for turbine heat transfer would be in air, 
which has a Prandtl number of approximately 0.7. This dif
ference (2.0 versus 0.7) is relatively small compared to varia
tions that occur in a number of other mass/heat transfer 
analogies. Even so, it is desirable to reduce the problem of 
comparing heat (or mass) transfer results using several fluids, 
each with a different Prandtl (or Schmidt) number, by using 
relative measurements. In the present study this means 
dividing the local mass transfer results in a turbine passage 
(St,„) by the local mass transfer measurements taken on the 
flat surface in the absence of turbine blades (St„,0) to give a 
ratio, St,„/Stmo. There still could be a Prandtl (Schmidt) 
number influence when translating this to a different Prandtl 
(Schmidt) number since the Stanton number variation with 
Prandtl (Schmidt) number could be different for the cases 
with and without blades present. However, it appears to be a 

The value of Sc chosen does not significantly affect S t m /S t m 0 in the present 
study because of the small range of test conditions. This value is somewhat dif
ferent from that usually used in the past, which comes from a re-analysis of data 
for the diffusion coefficient. A review of the mass transfer physical properties is 
being prepared for publication. 

1. Leading edge pressure side vortex 5. Pressure side corner vortex 
2. Leading edge suction side vortex 6. Pressure side leading edge corner vortex 
3. Passage vortex 7. Suction side leading edge corner vortex 
4. Suction side corner vortices 8. Downward velocity component on pressure side 

Fig. 2 The three-dimensional flow field in the endwall region 

reasonable approach because the difference in Prandtl 
(Schmidt) number dependence for the two cases is probably 
not very large. 

The values of Stmo, actually used, are determined ex
perimentally in the same test section and under the same con
ditions as St,„ with the exception that the blades are absent. 
For verification, the values of Stmo are also compared with a 
standard correlation and found to be in good agreement. Flat 
plate mass transfer Stanton numbers can be calculated using a 
relation by von Karman between the coefficients of heat 
transfer and skin friction along with an equation for local skin 
friction along a flat plate (Schlichting, 1979). An expression 
for the unheated starting length is added and then the heat-
mass transfer analogy is employed. The final equation used is 

l . t JOqnReJ -"" r / * „ \ •»-[-"» 
mo 1 + 14.62 (In Re^)-1-292 L \ x ) . 

A 3 percent difference between experiment and calculations is 
observed for the main test case. When calculating Stmo for 
each particular point in a run, a length X is used from the ef
fective origin of the turbulent boundary layer. The question 
then arises as to how this length should be taken on the 
naphthalene surface between the blades. It was decided to take 
that portion of length X that lies on the plate surface, X„, as 
the perpendicular distance from the leading edge of the 
naphthalene to the particular point of interest, instead of a 
curved streamline through the passage (see Fig. 1). 

Flow Field 

The heat (mass) transfer variation in the endwall region is 
closely related to the fluid flow in the turbine passage. For this 
reason, a discussion of the fluid mechanics inside a turbine 
passage is a prerequisite to discussing the results. Figure 2 
shows our present concept of the fluid mechanics in the 
passage. Much of this is derived from flow visualization and 
direct measurements by a number of investigators including: 
Marchal and Sieverding (1977), Langston (1980), Sieverding 
(1985), and Sonoda (1985). Figure 2 shows the major vortices, 
labeled 1 through 7, and the primary regions of interest, 
labeled A through K, in the passage. The secondary flows of 
the endwall region are primarily the result of two main 
pressure gradients in the passage. The pressure variation at the 
leading edge-endwall intersection (due to both the boundary 

864/Vol. 110, NOVEMBER 1988 Transactions of the ASME 

Downloaded 16 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



layer velocity distribution and the stagnation of flow on the 
blade) forces the flow down toward the endwall, where it rolls 
up into the leading edge (horseshoe) vortex. The two legs of 
the leading edge vortex can be seen in Fig. 2 as Vortices 1 and 
2. The turning of the mainstream flow between the turbine 
blades results in the second pressure variation - a strong gra
dient across the passage. This gradient affects the paths of 
both legs of the leading edge vortex and the low-momentum 
flow adjacent to the endwall. It also generates a downflow on 
the pressure surface and upflow on the convex surface. The 
concave (pressure) side leg of the leading edge vortex (Vortex 
1) combines with the low-momentum flow near the endwall to 
form what is known collectively as the passage vortex (Vortex 
3). Upon reaching the suction side, the passage vortex lifts off 
the endwall and continues downstream along the suction side 
of the passage. In contrast, the suction side leg of the leading 
edge vortex (Vortex 2) continues from its inception, along the 
blade-endwall junction until it reaches the separation line of 
the endwall boundary layer at region D. At the separation line 
the suction side leg of the leading edge vortex lifts off the end-
wall and continues downstream along the suction surface ad
jacent to the passage vortex. Sieverding (1985) indicates that 
Vortex 2 wraps itself around the passage vortex and the actual 
position of Vortex 2 depends on cascade geometry and overall 
flow conditions. Both Vortices 1 and 2 are believed to lift off 
the endwall surface due to the higher average velocities, and 
lower pressures, found away from the endwall along the suc
tion surface. 

Two reference lines are shown in the endwall flow visualiza
tion photograph, Fig. 3 (Goldstein and Chen, 1985). S,-S2 
delineates the separation line of the endwall boundary layer as 
it approaches the turbine blades. Ax-A2, often called the at
tachment line, extends from the incoming flow to the stagna
tion point on the front of the turbine blade. This attachment 
line divides the incoming boundary layer flow entering a blade 
passage from the flow entering the adjacent passage. The in
tersection of these two lines is a saddle point. 

The transverse pressure gradient affects the mainflow as 
much as a chord length away from the endwall. For example, 
the downwash (toward the endwall) on the pressure surface is 
so strong that flow visualization by Marchal and Sieverding 
(1977) reveals a small corner separation line in the endwall 
region of the pressure side. They likewise observed a suction 
side-endwall corner separation similar to the one on the 
pressure side and believe that both separation lines are accom
panied by small vortices (Vortices 4 and 5); further justifica
tion of Vortices 4 and 5 will be shown in the present study. 
Note that near the suction side corner, both the mass transfer 
results of the present study and the work of Sonoda (1985) im
ply the existence of two suction side corner vortices. These 
suction side corner vortices originate just downstream of 
where the passage vortices lift off from the endwall (region F) 
and appear to be driven by an interaction of the passage vortex 
with the suction surface. The pressure side corner vortex first 
becomes apparent on the endwall approximately 1/3 of the 
way back from the blade's leading to its trailing edge. 

Sonoda (1985) discusses in more detail the development of 
the suction side corner vortex pair. He found these vortices 
originate just downstream of the Sx-S2 separation line near 
the suction surface and are slightly away from the endwall, 
whereas this study observes the effects of this pair directly on 
the endwall. Sonoda suggests that these vortices form due to 
an interaction of the leading edge suction side vortex (instead 
of passage vortex as suggested above) with the suction surface. 

The formation of the leading edge (horseshoe) vortex acts as 
the driving force for another corner vortex. The leading edge 
corner vortices (referring to Vortices 6 and 7), which are the 
most intense vortices in a turbine blade passage, originate in 
the same region as the horseshoe vortex but have a rotation in 
the opposite direction. This observation of an intense corner 

Fig. 3 Flow visualization of endwall (Goldstein and Chen, 1985) 

Table 1 Test conditions 

Case 1 Case 2 Case 3 

13.19 m/s 13.23 m/s 8.23 
1.42 XlO5 1.42 x10s 8.86 X 104 

Free-stream 
velocity 

Reynolds 
number Rec 

Boundary layer 1.504 cm 2.913 cm 1.171cm 
thickness 0.99U 

Displacement 0.213 cm 0.378 cm 0.170 cm 
thickness 

Momentum 0.151cm 0.284 cm 0.116 cm 
tniclcriGss 

U/Ua = (y/5)Vn « = 5.90 « = 6.90 n = 5.43 
Turbulence 1.20% 1.20% 1.22% 

intensity 
St,„0 (at leading 1.472x10s 1.376xl0"3 1.563X10"3 

edge of blades) 

vortex underneath the horseshoe vortex is also found at the 
front base of a circular cylinder in crossflow (Goldstein and 
Kami, 1984). » 

The final region to be discussed is the wake region just 
downstream of the turbine blade trailing edge (region J). As 
the high-pressure fluid from one side of the blade meets the 
low-pressure fluid from the other side, a highly mixed and 
large eddy flow region results. Gaugler and Russell (1984) 
observed a diverging flow pattern on the endwall in this region 
by using ink dot flow visualization. This seems to indicate an 
impingement of flow onto the endwall, which as seen later 
results in high local heat transfer coefficients. 

Operating Conditions 

Three test conditions were studied, encompassing two 
Reynolds numbers and two separate boundary layer 
thicknesses. The mainstream velocities used are 8.2 m/s and 
13.2 m/s. In the mainstream flow, the turbulence intensity is 
measured via hot-wire anemometry as 1.22 percent for the 
low-speed case and 1.20 percent for the higher speed. The tur
bulence measurements were taken in the free stream 21 cm in 
front of the cascade and in the middle of the test section. Test 
conditions for the three cases studied are summarized in Table 
1. 

The free-stream velocity is measured at a point 22.9 cm in 
front of the cascade, while all boundary layer measurements 
are taken 15.2 cm in front of the cascade. 

Temperature variation throughout the run is kept to within 
0.20°C, which corresponds to a 2.0 percent variation in 
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Fig. 4(a) Case 1, main lest case; contours of Stm /Stmo = 0.75,1.0,1.25, 
1.5, 1.75, 2.0, 2.25, 2.5, 2.75, 3.0, 3.25 

Fig. 4(b) Case 2, thick boundary layer case; contours 
Stm 'Stmo =0.75, 1.0, 1.25, 1.5, 1.75, 2.0, 2.25, 2.5, 2.75, 3.0, 3.25 

Fig. 4(c) 
0.75, 1.0, 1.25, 1.5, 1.75, 2.0, 2.25, 2.5, 2.75, 3.0, 3.25 

naphthalene vapor pressure. The vapor pressure of 
naphthalene, and consequently the sublimation rate, are 
highly dependent on surface temperature. Accurately 
monitoring and stabilizing the temperature is critical in 
naphthalene mass transfer experiments. 

The constant vapor pressure condition that exists over the 
naphthalene endwall corresponds to an isothermal boundary 
condition for the heat transfer case, while the non-
naphthalene turbine blades correspond to adiabatic walls in 
heat transfer. These boundary conditions differ from those in 
an actual turbine passage where the blades and endwall are all 
active. This is not considered a significant problem. Other 
mass transfer studies with simpler geometries have shown only 
minor differences between having active or inactive bound
aries adjacent to the surface of interest. 

Results - Mass Transfer on the Endwall 

Nondimensionalized mass transfer contours of constant 
St„,/Stmo for Case 1 (the main test case) are shown in Fig. 4(a). 
Figures 4(b) and 4(c) represent runs with a thickened boundary 
layer (Case 2) and a lower Rec (Case 3), respectively. These 
figures are generated using a computer plotting program that 
interpolates between the data points to draw line segments. 
Note that smoothing out of the contour lines is involved and 
that these figures, which show mass transfer for two adjacent 
passages, are actually the data from just one rectangular 
region, printed twice. The steep reduction in mass transfer 

near the turbine blades results in many contour lines around 
the blade surfaces; note that the mass transfer actually goes to 
zero right at the turbine surfaces. These lines adjacent to the 
blades have been eliminated for clarity. Figure 4(a) is a com
pletely smoothed-out version while Figs. 4(b) and 4(c) show 
the original computer-generated contours. Case 1 will be 
discussed in detail with follow-up comments on how the other 
cases deviate from Case 1. The regions referred to in the 
discussion are shown on Fig. 2. 

Mass transfer for the endwall region upstream of the tur
bine cascade (region A) is essentially that for an isothermal 
flat plate and the ratio equals just under 1.00. As the flow ap
proaches the leading edge of a turbine blade (region B), a 
sharp increase in mass transfer is noticed as a result of the 
rollup of the oncoming boundary layer into the horseshoe 
vortex, which scrubs this area of the endwall very effectively. 
The Stanton number ratio increases up to its highest value on 
the endwall, St,„/Stmo = 5.28, very close to the leading-
edge-endwall junction as a result of the intense leading edge 
corner vortices, which wrap tightly around the front of the 
blade. Figure 5 is a one-dimensional plot showing the varia
tion in Stm/Strao straight out (into the direction of t/„) from 
the leading edge of a blade. Note the double maximum in the 
profile; the dominant peak is a result of the leading edge cor
ner vortex while the lesser peak is a result of the horseshoe 
vortex. 

The contour plots show a rapid decrease in mass transfer as 
both sets of leading edge vortices travel around the blade. The 
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Fig. 5 Stm /Stmo versus distance from leading edge (Case 1) 

leading edge suction side vortex quickly lifts off the endwall as 
it traverses around the nose and the suction leg of the leading 
edge corner vortex does likewise. As these suction side vortices 
separate they create a small region of relatively low mass 
transfer on the endwall where Stm/Stmo — 1.0 (region D). The 
leading edge region of high mass transfer continues around the 
concave side as a result of the pressure side leg of the leading 
edge corner vortex (Vortex 6). As on the suction side, the Stan
ton number ratio quickly drops off close to the wall as Vortex 
6 appears to diminish or lift off the endwall. In contrast, 
Vortex 1 affects a much larger area, region C. 

The passage vortex increases the ratio of Stm/StOT0 up to 
1.36 in a band (region C) extending from the leading edge of 
one blade to the suction surface of the adjacent blade. Note 
that in the separation region just upstream of the passage 
vortex, near where the fluid lifts off the endwall or changes 
direction by approximately 90 deg in order to flow with the 
vortex, there is no noticeable reduction in mass transfer. 
However, near where the passage vortex encounters the suc
tion surface there is a relatively large increase in mass transfer 
on the upstream side of the location (region E) and low mass 
transfer on the downstream side (region F). 

The high mass transfer zone, region E, is the result of a 
localized region of highly turbulent flow caused by the 
transverse pressure gradient turning the upstream boundary 
layer flow and forcing it to flow toward the suction surface. 
Note that this local peak (region E) occurs in front of the 
separation line and is consequently not believed to be the 
result of a stagnation point due to the passage vortex. The low 
mass transfer area, region F, on the other hand is due to a 
"dead zone" on the surface, created underneath the lift off of 
the passage vortex as it climbs up the suction surface. 

The midpassage of the endwall, region K, is an area of ap
proximately uniform mass transfer, which contrasts to large 
variations near the suction surface and the increase near the 
pressure side. Figure 6 is a one-dimensional plot of Stm/Stmo 
through region K from pressure side to suction side taken 70 
percent of the chord length back from the leading edge. This 
figure reveals a slight peak in mass transfer near the concave 
side, due to the weak pressure side corner vortex (region I, 
Vortex 5) generated under the downwash from the pressure 
surface. This pressure side corner vortex increases the convec
tion ratio, Stm/St,„0, to 1.56. Near the suction side, Fig. 6 
shows a dramatic decrease in mass transfer where the bound
ary layer separates off the endwall (region G), followed by a 
strong increase as a result of the suction side corner vortices 
(region H). 

The narrow strip of reduced mass transfer, region G, is due 
to separation of the new passage boundary layer (which forms 
behind Vortex 1) as it feeds the passage vortex, which at this 
point is well off the endwall and traveling along the suction 
surface. This strip is the largest region on the endwall where 
the flow pattern reduces the mass transfer below the flat plate 
case. In region G, Stm/Stmo decreases to as low as 0.44 (cf. 

1 2 3 4 5 6 7 8 9 

x - Distance (cm) 

Fig. 6 Stm /Stmo versus distance across passage (Case 1) 

Fig. 6). Note in Fig. 4(a) that the lowest contour shown in this 
region is 0.75 as the 0.5 contour would be an extremely narrow 
strip. 

Closer to the suction surface (region H), the mass transfer 
steeply increases again as a result of the two suction side cor
ner vortices (Vortices 4 in Fig. 2). Although only affecting a 
thin region in the corner, the vortex closest to the suction sur
face on the endwall attains a peak mass transfer ratio, 
St,„/St,„0 = 4.2, while the outer vortex of the pair attains a 
maximum of approximately half this value. Both strips of in
creased convection start at region F on the endwall but are in
distinguishable from one another at the trailing edge where 
both have a Stanton number ratio of about 2.0. The increased 
transport caused by the inner (more intense) suction side cor
ner vortex has reduced to Stm/Stmo ~ 3.0 by the 80 percent 
axial chord point through the passage. 

In addition to the extensive increase in mass transfer at the 
leading edge and along the suction surface of the blade, 
another significant increase can be found at the blade trailing 
edge (region J). A double peak in mass transfer is found in this 
region with the more significant peak a result of the strong 
recirculating wake behind the blade. The lesser peak, always 
located on the suction side of the main peak, is believed to be 
caused by the suction side corner vortices continuing past the 
blade trailing edge to interact with the recirculating fluid and 
form another region of large eddies. The primary peak reaches 
a Stm/Stmo ratio of 4.6 while the lesser peak is 2.25. Figure 7 is 
a graph of Stm/Stmo from the trailing edge of a blade through 
the primary peak in mass transfer induced by the recirculation 
fluid. The peak coincides with the direction of the exit velocity 
in the passage. Note that the Stanton number ratio remains 
about 2.0 well downstream of the trailing edge. 

Effect of Thicker Boundary Layer. The differences between 
test Cases 1 and 2 (Figs. 4a and 4b) are rather minor. The 
displacement thickness has been increased by 77 percent for 
Case 2 by placing a trip wire on the test section floor 50 cm 
upstream of the cascade. Note that the Stm/Stmo contours are 
very similar for both cases. Both figures show the 0.75 contour 
just off the suction surface and peaks in excess of 3.25 over 
similar-sized areas at both the leading and trailing edges of the 
blades. Further, it appears that the thicker boundary layer has 
little effect on the mass transfer in region C; the horseshoe 
vortex causes essentially the same increase in mass transfer for 
both test cases. 

There are, however, some small differences in the mass 
transfer between Case 1 and Case 2. The contour plots in
dicate that for Case 1 the mass transfer near the pressure side 
is larger; it is over 2.0 for the thick boundary layer case while it 
only reached a maximum of 1.56 for Case 1. Also note how 
the mass transfer ratio is greater than 1.25 near the pressure 
surface over a much greater area for Case 2. This increased 
mass transfer indicates that the downwash off the pressure 
surface and/or the pressure side corner vortex are stronger for 
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Fig. 7 S t m /S l m o versus distance from trailing edge 

the thick boundary layer case. In contrast, mass transfer in the 
midpassage and near the suction side is smaller for the thicker 
boundary layer case. The reduction at midpassage is best seen 
by comparing the closed contour of St,„/St,„0 = 1.25 at mid-
passage for both cases. From the St,„/Stmo contours of 1.0 
and 0.75 in region G it is apparent that the reduction in mass 
transfer for Case 2 continues all the way to the suction sur
face. Interestingly, the reduced mass transfer from mid-
passage to the suction surface nearly compensates for the in
crease near the pressure surface to yield average values across 
the passage that are nearly equal for the two flow conditions. 

Effect of Changing Reynolds Numbers. Between Cases 1 
and 3 there is a decrease in Reynolds number of 38 percent and 
a decrease in displacement thickness of 20 percent. Even 
though the differences in mass transfer ratio are again not 
large, they are more pronounced than between Cases 1 and 2. 
First, Case 3 indicates an increase in mass transfer over Case 1 
in the center of the passage where a larger portion of area is 
enclosed by both the 1.25 and 1.5 contours. However, the con
tour plots are somewhat misleading and this increase is not 
really significant. Although a larger area at midpassage is 
enclosed by the 1.5 contours for the lower Reynolds number 
(Case 3), the same area has a St,„/Stmo ratio just below 1.5 (at 
about 1.45) for Case 1. Another difference can be seen at the 
exit plane of the cascade. Notice the closed contour of 
St,„/St,„0 = 1.0 just upstream of the gradual rise in mass 
transfer from the wake behind each turbine blade; this con
tour is absent in the other test cases. The drop in mass transfer 
appears to be the result of a stagnant zone that occurs as the 
endwall boundary layer encounters the wake from the pressure 
side blade of the passage. It also should be pointed out that 
Case 3 has a significantly lower average value of St„,/St,„0 

downstream of the blades, which can be attributed to the area 
of reduced mass transfer (region G) extending well past the 
trailing edge. 

Average Mass Transfer in the Passage. Figure 8 is another 
approach to presenting the mass transfer data. The Stanton 
number ratio for a strip of endwall across the passage is 
averaged and plotted as a function of the distance transversed 
through the passage. This graph of average St,„/Stmo is slight
ly biased upstream and downstream of the cascade since only 
the rectangular regions shown in the contour plots are includ
ed in the averaging. The ratio is 1.0 upstream of the blades (as 
expected), but quickly rises near the line connecting the 
leading edges of the blades. This steep increase is a result of 
the two leading edge vortices (horseshoe and leading edge cor
ner), which greatly increase the mass transfer. Downstream of 
this peak there is a sharp minimum in the average mass 
transfer. This region of reduced mass transfer corresponds to 
the area just downstream of the passage vortex sweeping 
across the endwall; in this region the boundary layer is starting 
over and the momentum of the flow is weak. Another signifi
cant finding observed on this graph is that the turbulent wake 

E 
55 

> 

Leading Edge Trailing Edge 
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Case 3 

Fig. 8 Average St m /S t m o along turbine passage 

behind the blades results in an average convection coefficient 
double that for the flat plate case. 

Note how the profiles follow one another for all three test 
cases. As mentioned earlier, the averages for Cases 1 and 2 are 
nearly the same even though the mass transfer is greater near 
the pressure surface and less near the suction surface for the 
thicker boundary layer flow. The only significant deviation 
among the three cases is in the wake region where the flow in 
Case 3 (lower Reynolds number) results in a much lower 
average value as the strip of reduced mass transfer (region G) 
extends past the trailing edge to cover a much greater area. 

The differences among the contour maps themselves are 
minor. The fact that the results are quite similar despite 
significant variation in the parameters is not unusual. 
Georgiou et al. (1979) and Graziani et al. (1980) likewise 
found little disparity in the contours as the major parameters 
were changed. Differences between runs are even less for this 
study because variations in the boundary layer thickness and 
Reynolds number are taken into account in the divisor St,„0. 
For example, Stmo is about 6.5 percent lower over the endwall 
for the thicker boundary layer case and about 6.2 percent 
higher for the low Rec case, both compared to Case 1. 
However, St„, with the blades present also varies by similar 
amounts yielding ratios that are approximately equivalent to 
the main test case. 

When the ratio St„,/Stmo is averaged over the entire endwall 
region between adjacent turbine blades, from the leading 
edges of two blades to the trailing edges (i.e., in the region be
tween the two vertical lines shown in Fig. 8), the overall 
average Stanton number ratio is found to be 1.31 for Case 1. 
The secondary flows increase the convection mass transfer on 
the endwall by 31 percent over the flat plate case. 

Comparison With Heat Transfer Results. Comparisons 
were made of the transport coefficients measured in this study 
with the results of Blair (1974), Georgiou et al. (1979), Gra
ziani et al. (1980), Gaugler and Russell (1984), and York et al. 
(1984). It should be pointed out that all these studies, except 
Graziani et al. (1980), are for inlet guide vanes, unlike the 
present study, which takes measurements around a rotor 
blade. Blair (1974) and Georgiou et al. (1979) present results 
similar to each other with the minor difference that Georgiou 
et al. (1979) reports two regions of low heat transfer, one near 
the inlet at midpassage and the other a strip just off the suc
tion surface, farther upstream than Blair does. The data of 
Gaugler and Russell (1984) and York et al. (1984) show the 
same trends of reduced heat transfer plus quite distinctly 
revealing regions of increased heat transfer at both the leading 
edges of the blades (due to the horseshoe vortices) and in the 
blade wake region (due to the mixing of pressure and suction 
side flows). All these major trends are also found in the data 
presented here; however, the region of reduced (mass) transfer 
near the inlet of the passage is only subtly shown while the 
other features are obvious from the contour maps. The region 
of reduced transfer can best be seen in Fig. 8, which shows a 
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large decrease in average mass transfer downstream of the 
leading edge. 

The data of Graziani et al. (1980) agree the best with the 
present study, particularly their thick boundary layer case and 
the thick boundary layer case of this report. Although the 
free-stream Reynolds number is four times greater for Gra
ziani, both cases have virtually identical displacement 
thicknesses. In addition to agreeing with the major trends 
already pointed out, the two studies also agree in magnitude 
and area on the effect from the leading edge vortex traversing 
the endwall between blades. Their thick boundary layer case 
even shows hints of two vortices at the blade leading edge. A 
one-dimensional comparison was made between strip-
averaged values across the passage for St,„/Smo from this 
study and strip-averaged values for StA/StAo from their thick 
boundary layer case. Except for the region close to the trailing 
edge, the agreement is within 10 percent throughout the 
passage. 

Contributions to the current understanding of heat transfer 
on the endwall not found in previous studies include: observ
ing an increase in the convection on both the pressure 
side-endwall junction and the suction side-endwall junction 
from corner vortices; although the study of Graziani et al. 
(1980) shows some signs of the leading edge corner vortex, the 
present study is the first to reveal the effects of this vortex in 
detail. The other studies, which used heat transfer, do not 
show as great extremes in convective coefficient values or as 
much detail in their contour maps. 

Summary and Conclusions 

1. Much greater detail of the convection process can be ob
tained using a local mass transfer technique as compared with 
conventional heat transfer instrumentation. Regions of high 
turbulent transport are more easily determined using mass 
transfer since conduction in a test plate tends to smooth out 
regions of high heat transfer gradient. Due to the potentially 
greater density of measurement locations, it is much easier to 
correlate the convection patterns with the secondary flows 
than in heat transfer studies. The mass transfer results can be 
used to predict the heat transfer for an equivalent flow. 

2. Presenting the data in the form of Stm/Stmo appears to 
be a convenient way of expressing the results. As shown in Fig. 
8 and by an examination of the contour plots, 
data from all three test cases are very similar when standard
ized in this manner. 

3. This study helps to confirm the existence of several flow 
features in a turbine cascade that have only recently been 
observed. These features include the corner vortices at the 
pressure side-endwall junction, the pair of vortices at the suc
tion side-endwall junction, and the leading edge corner 
vortices. 

4. The secondary flows in a turbine passage result in a com
plex distribution of convection coefficients that vary by more 
than an order of magnitude over the endwall. Two-
dimensional boundary layer analysis would not accurately 
describe the variations in convection throughout the passage. 

5. The secondary flow between turbine blades has an 
overall effect of increasing convection on the passage endwall 

by a factor of 1.31 over the flat plate case. However, localized 
increases up to 5.28 are present, which, with the large gra
dients in transport coefficient, could lead to significant ther
mal stresses. 
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A Numerical Study of Turbulent 
Heat Transfer in a Spherical 
Annulus 
A numerical study of steady, buoyant, incompressible water flow and heat transfer 
through a spherical annulus has been made. A two-dimensional computer code 
based on the TEACH code was rewritten in spherical coordinates to model the 
Navier-Stokes equation and to model fluid turbulence with a k-e turbulence model. 
Results are given for the total system Nusselt number, local heat transfer rate, and 
fluid flow characteristics for both buoyant and nonbuoyant laminar and turbulence 
modeled flow. Incorporating both the turbulence model and buoyancy into the 
calculations improves the results. 

Introduction 
The objective of this study is to predict the heat and 

momentum transfer of fluid flow through a spherical annulus. 
This problem is of interest in the temperature control of 
gyroscope gimbals, the cooling of spherical fuel elements in 
homogeneous nuclear reactors, and the guard cooling of the 
spherical containers. 

The problem analyzed involves the upward flow of water 
vertically into the annulus space between two concentric 
spheres as shown in Fig. 1. As the fluid enters the annulus and 
begins flowing around the spherical shape, its cross-sectional 
area increases considerably, which in turn decreases its fluid 
velocity. The fluid decreases in velocity until it reaches the 
equator. After the equator, the fluid velocity increases as the 
flow cross-sectional area decreases. The fluid flow pattern ex
hibits a recirculation zone along the outer sphere in the entry 
region due to the sharp corner where the entrance pipe joins 
the annulus. The flow also exhibits changing patterns as it 
moves along the annulus. The flow exhibits aspects of a 
stagnation flow on the inner sphere upon entering, a boundary 
layer jet flow along the inner sphere as the fluid flows toward 
the equator, and then separation of the boundary layer along 
the inner sphere with a resultant recirculation region 
downstream of the separation point. In the region 
downstream of the equator, the flow assumes a velocity pro
file similar to that in the space between flat plates. 

In this study the inner sphere is maintained at a temperature 
near 0°C, and the outer sphere is insulated. The fluid entering 
is water at a temperature of 50°C. The water cools as is flows 
around the annulus and exits at the top. The water 
temperature is coolest near the inner sphere with the majority 
of heat transfer occurring in the entrance region along the in
ner sphere. The cooled fluid along the inner sphere generates 
buoyancy forces that retard the flow and may cause boundary 
layer separation. 

Theoretical studies of flow through a spherical annulus have 
been reported by several investigators. Cobble (1963) assumed 
a simplified tangential velocity distribution and then 
calculated heat transfer based on the energy equation. Bird et 
al. (1964) presented the solution to isothermal creeping flow in 
a spherical annulus. Astill (1976) analyzed laminar forced con
vection flow with simplified boundary layer assumptions for 
air flowing between isothermal spheres. Ramadyani et al. 
(1983) and Tuft and Brandt (1982) analyzed laminar forced 
convection in a spherical annulus without considering 
buoyancy-driven natural convection. Brown (1967) analyzed 

natural convection flow in a closed spherical annulus, and 
Ramadhyani et al. (1984) analyzed combined natural and 
forced convection laminar flow at low gap Reynolds numbers. 

Experimental studies have been reported by many in
vestigators for various combinations of sphere and annulus 
size. Ward (1966) and Bozeman and Dalton (1970) provided a 
flow visualization study of isothermal flow in a spherical an
nulus. Rundell et al. (1968) observed a flow rate independent 
separation point located approximately 45 deg downstream 
from the inlet along the inner sphere. Upstream of the separa
tion point, the flow is characterized by a high-velocity jet of 
fluid along the inner sphere with a relatively low-velocity 
return flow along the outer sphere. The region of high velocity 
jetting fluid upstream of the separation point is a region of 
high heat transfer. Beyond the separation point, a return flow 
eddy is followed by a relatively tranquil flow. This region ex
hibits a relatively low heat transfer rate. Rundell measured 
temperature profiles and total heat transfer for steady flow for 
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Fig. 1 Geometry of the spherical annulus heat exchanger analyzed and 
typical flow phenomena computed 
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two sets of sphere sizes. Astill et al. (1978) and Newton (1977) 
investigated spherical annulus flow and heat transfer ex
perimentally. They presented a correlation based on total heat 
transfer measurements. Tuft and Brandt (1982) investigated 
spherical annulus flow for the case of a constant temperature 
inner sphere and an adiabatic outer sphere. They measured 
local and total heat transfer as well as temperature profiles 
and separation point location. They also analyzed laminar 
nonbuoyant flow through the annulus configuration shown in 
Fig. 1. 

In this paper an extensive numerical study of spherical an
nulus fluid flow is presented with detailed comparisons with 
the experimental data of Tuft and Brandt (1982). The laminar 
analysis is extended by incorporating the effects of buoyancy. 
The analyses were further extended by modeling the fluid tur
bulence with a two-equation (k-e) turbulence model. This 
work is believed to be the first two-dimensional analysis of the 
full Navier-Stokes equations with a k-e turbulence model for 
steady, incompressible, spherical coordinate fluid flow and 
convective heat transfer. This work evaluates the k-e tur
bulence model by comparing it with experimentally deter
mined total Nusselt numbers, with local heat transfer rates, 
with temperature profiles, and with inner sphere boundary 
layer separation point locations. Ranges of fluid flow for gap 
Reynolds numbers Re of 110 to 1086 were investigated with 
water entering the annulus at 50 °C and with convective cool
ing caused by a nominally 0°C inner sphere. The Richardson 
number Rj for this flow varied from 0.001 to 0.4. 

Mathematical and Physical Model 

Governing Equations. The numerical model is based on 
the solution of the steady two-dimensional incompressible 

Reynolds number form of the k-e turbulence model developed 
by Launder and Spalding (1974) and Chieng and Launder 
(1980). The governing equations in spherical coordinates may 
be written in the following general form: 

1 d 

r2 dr 
(r2

PV4>) + 
1 

r sin 6 dd 
(p U sin 64>) 

1 f d ( . d4> \ 1 d / . d4> M 
= - r h r - ( ^ r - r - ) + - (sn<£r—-I \+SA (1) 

r2 Ldr \ dr J sin d dd V dd / J * 
where 4> represents the dependent variables of longitudinal 
velocity U, radial velocity V, fluid temperature T, turbulent 
kinetic energy per unit mass k, and dissipation rate of tur
bulent kinetic energy per unit mass e. A summary of these 
equations is given in Table 1. The constants applicable to the k 
and e transport equations are given in Table 2. 

Near-Wall Model. Viscous effects, due to the no-slip con
dition on the smooth spherical walls, are very influential on 
the flow. Within the near-wall boundary layer, the velocity 
typically follows a logarithmic law behavior. Two versions of 
the high Reynolds number form of the k-e turbulence model 
were evaluated. 

The version of Launder and Spalding (1974) gives the rela
tionship between the velocity at the node adjacent to the wall 
and shear stress, rlv, as 

Un 

' w/p 

/ ^ 1 / 4 J , 1 / 2 . 
1 

-In Eyt 
(Cl/2k„ 

(2) 

This relationship should be applied at a dimensionless wall 
distance y + , whose values are in the range 2 0 < ^ + <200. At 
values of y + <20, the flow is assumed laminar. The dissipa
tion e at the first node adjacent to the wall is evaluated by 

porating the Boussinesq turbulent-viscosity concept. The tur
bulent viscosity is calculated from the 

N n m p n r l a h i r n 
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coefficients in tur
bulence model 
specific heat at con
stant pressure 
von Karman constant 
acceleration of gravity 
acceleration of gravity 
in radial direction 
acceleration of gravity 
in longitudinal 
direction 
heat transfer 
coefficient 
turbulent kinetic 
energy per unit mass 
thermal conductivity 
of fluid 
fluid mass flow rate 
total system Nusselt 
number 
mean generation rate 
of turbulent kinetic 
energy per unit mass 
heat transfer P-
function 
pressure 
wall heat flux 
radial coordinate 
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Subscripts 
in = 
e = 

out = 
P = 

v = 

(3) 

water volume coeffi
cient of expansion 
effective diffusivity 
dissipation rate of 
turbulent kinetic 
energy per unit mass 
longitudinal 
coordinate 
von Karman constant 
dynamic viscosity 
turbulent viscosity 
kinematic viscosity 
density 
Prandtl number 
turbulent Prandtl 
numbers for diffusion 
of k, e, and T 
wall shear force 
variable 

values in inlet region 
values at the edge of 
cell adjacent to the 
wall 
values at exit region 
values at node point 
adjacent to wall 
values at the edge of 
the viscous sublayer 
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Table 1 Summary of equations solved 

Continuity 0 = 1 T = 0 

Energy </> = T Y = 

Turbulence energy <j> = k Y = 

Energy dissipation <j> = e Y = 
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Table 2 Turbulence model constants 

°k 

0.09 1.44 1.92 1.0 1.3 0.9 

and the average value of e over the control volume at the wall 
is evaluated by 

ry„ t-3/2 r m\/2b- \ 1/2 (ci/2kp y 
(4) 

The second version of the k-e model evaluated is that of 
Chieng and Launder (1980). Figure 2 shows the assumed ap
proach where the control volume around the wall adjacent 
node p contains a viscous sublayer out to a distance y v from 
the wall, and the turbulent kinetic energy varies linearly from 
the node adjacent to the wall to y u . The connection between 
the velocity at the node adjacent to the wall and the wall shear 
stress T„ is given by 

=-Lm[^ (cy2kvr
2~ 

(5) 

with the kinetic energy of the turbulence k evaluated at the 
edge of the viscous sublayer. 

The dissipation e is again evaluated at the first nodal point 
adjacent to the wall by 

3/4 J, 3/2 r3/4k 
(6) 

Wall 
Viscous 
sublayer 

Fig. 2 The model for (a) the near wall adjacent cell, (b) the assumed 
variation of turbulence kinetic energy, and (c) the assumed distribution 
of turbulent shear stress 

were considered. The Amano and Jensen (1982) two-layer 
model, as applied to impinging jet flow, showed little im
provement in heat transfer over the Chieng and Luander 
(1980) model. The Amano (1984) two and three-layer models, 
as applied to an abrupt pipe expansion case, did show a 
significant improvement. Heat transfer in our spherical an-
nulus occurs only on the inner sphere and represents a case 
similar to impinging jet flow, and thus the Amano and Jensen 
(1982) model is expected to give similar results compared to 
the model by Chieng and Launder (1980). 

The mean generation rate P of the turbulent kinetic energy 
at the first node adjacent to the wall is given by 

P = 
T„(Ue-Ull) T„(Te-T„) 

ye PKCy*k^y, 

and the mean dissipation rate e,„ is given by 
0-̂ -) (7) 

2kl 1 

yeRv 2.55ye 
(kl -kl/2) 

where 
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+ 2 a ( ^ / 2 - A : „ 1 / 2 ) + x l 
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J-1/2 t l /2 
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(10) 

Other models in the near wall region for e, in the e equation, and where 
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and 

' (yP-yE) y" 

v kxn 

(i i) 

(12) 

The local wall heat flux and near wall temperature profile 
are given as 

(13) 

where P* is the P function given by Jayatilleke (1969) 

P* = 9.24((<T/ffy)
V4 - 1)(1 + 0.28exp(- 0.007 a/aT)) (14) 

Numerical Solution Procedure. The method used for solv
ing equation (1) is the solution procedure of the TEACH code 
(Patankar, 1980). This program takes a control volume ap
proach with scalar variables evaluated at the center of a con
trol volume and the velocity vector quantities evaluated at the 
control volume boundaries. The TEACH code version used in 
this study uses a hybrid differencing scheme in which central 
differencing is used when the control volume Peclet number is 
less than 2 and upwind differencing is used for Peclet numbers 
greater than 2. The problem of determining the pressure 
distribution and satisfying mass conservation is overcome by 
adjusting the pressure field so as to satisfy mass conservation. 
This method is the so-called semi-implicit method for 
pressure-linked equations (SIMPLE) algorithm. 

For this study the TEACH code was rewritten from cylin
drical coordinates into spherical coordinates. The energy 
equation to model the heat transfer was added as well as the 
near-wall models for the k-c equations. 

At the inflow boundary region, a uniform temperature and 
velocity profile is given. The turbulence intensity (k/V\n) is 
assumed to be in the range of 0.005, and the turbulent length 
scale (Ar3/2/e) is given by 0.03 r0. At the outflow boundary 
region, the flow is assumed to be of the parabolic type. The in
ner sphere temperature is specified and the outer sphere is 
assumed to be adiabatic. A no-slip velocity boundary condi
tion is applied at the sphere walls, and symmetry is assumed 
about the vertical centerline. 

Computations for laminar flow were made primarily with a 
uniform mesh of 36 node points in the radial direction and 60 
node points in the longitudinal direction. Under relaxation of 
the conservation equations was required for convergence. 
Typically the momentum equations required a relaxation 
parameter of 0.5, and the pressure correction equation re
quired relaxation parameters from 0.8 for nonbuoyant flow to 
0.2 for buoyant flows. Convergence occurred usually in fewer 
than 600 iterations, with one iteration representing a solution 
of each conservation equation. The convergency criteria were 
based on a normalized mass error balance, with convergence 
assumed for values below l x l O - 5 . The balance was 
calculated by summing the absolute values of the mass flow er
rors at each node point divided by the total mass flow rate. 
The computations were run on a CRAY-1 computer and, for a 
60 x 36 mesh, required approximately 2 min of computer time. 

Mesh independence studies for laminar flow were made at 
Re = 110. Increasing the mesh longitudinally by 52 percent 
resulted in 1 percent increase in total system Nusselt number 
NUg, and the flow separation point shifted upstream by 3 per
cent. The mean longitudinal velocity U varied by 5 percent in 
the inlet region to less than 1 percent in the downstream 
regions. Increasing the mesh radially by 55 percent resulted in 
a 5 percent decrease in total system Nusselt number Nug, and 
the flow separation point shifted downstream by 4 percent. 

The mean longitudinal velocity [/varied by 4 percent in the in
let region to less than 1 percent in the downstream regions. 

Computations for turbulent flow were made primarily using 
a mesh with 12 radial nodes and 60 longitudinal nodes. Under-
relaxation of the conservation equations for turbulent calcula
tions was also required. Typically the momentum equations 
required a relaxation parameter of 0.5, the pressure correction 
equation required relaxation parameters down to 0.2, and the 
k and e equations required relaxation parameters of 0.3. Ap
plying a convergence criterion similar to that for laminar flow 
resulted in convergence after approximately 1500 iterations. 
Increasing the mesh longitudinally by 52 percent at Re = 1086 
resulted in a 2 percent decrease in total system Nusselt number 
NUg. The mean longitudinal velocity U, and turbulent kinetic 
energy k, varied by 2 percent and 3 percent, respectively, in the 
inlet region. In the relatively quiescent downstream regions, 
the mean longitudinal velocity U varied by 3 percent and the 
turbulent kinetic energy k decreased as much as 14 percent. In
creasing the mesh radially by 40 percent resulted in a 3 percent 
increase in total system Nusselt number Nu8. The longitudinal 
velocity U varied by less than 2 percent throughout the flow. 
The turbulent kinetic energy k varied by 2 percent in the inlet 
regions to values decreased by as much as 14 percent in the 
downstream regions. The computations were run on a 
CRAY-1 computer and, for a 60 x 12 mesh, required approx
imately 2-1/2 min of computer time. 

Results and Discussion 

Laminar Flow. Analysis of laminar flow through a heated 
spherical annulus, without buoyancy effects considered, was 
performed by Ramadyani et al. (1983). Ramadhyani's 
analyses were duplicated in this study using the spherical coor
dinate version of the TEACH code in an effort to verify pro
per operation of the code. The results gave identical flow pat
terns with a recirculation zone along the wall of the outer 
sphere and separation of the flow along the wall of the inner 
sphere occurring approximately 3/4 around the sphere. Fur
ther work by Ramadhyani et al. (1984) in which the buoyancy 
effects were modeled showed a strong effect on the laminar 
flow patterns caused by buoyancy. Duplication of these 
calculations again produced identical flow patterns 
and showed that buoyancy effects may have a strong impact 
on heated flow in a spherical annulus. 

Computational results were obtained for the total Nusselt 
number as a function of the gap Reynolds number for hot 
water flow through the spherical annulus configuration shown 
in Fig. 1. The total Nusselt number Nug is calculated from 
average inner sphere temperature, average inlet and exit 
temperatures, and the fluid mass flow rate by: 

mCp(T0M- r in)(/-0-/-,) 
Nu„ 

A(Ti~TB)K 
(15) 

Results were obtained for laminar flow with and without 
buoyancy effects incorporated into the momentum equations. 
Figure 3 shows results for total system Nusselt number for 
laminar buoyant flow. The results show that the laminar 
buoyant model underpredicts the total Nusselt number by 16 
percent at a gap Reynolds number of 110. At a gap Reynolds 
number of 1086 the total Nusselt number is overpredicted by 
12 percent. For the nonbuoyant laminar case, the total system 
Nusselt number is lower initially at a gap Reynolds number of 
110, but soon increases and equals the values for the laminar 
buoyant case for gap Reynolds numbers of 180 and above. 
The results for both the laminar buoyant and nonbuoyant 
cases show an improvement over results calculated by Tuft 
and Brandt (1982) as shown in Fig. 3. The calculations in this 
study for laminar flow were performed with a mesh that had 
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Fig. 3 Measured and calculated total-system Nusselt number: 
experiment (Tuft and Brandt, 1982); calculated: o laminar (Tuft and 
Brandt, 1982); %£ laminar, nonbuoyant; o laminar, buoyant; D k-t 
model, buoyant; A k-t model, nonbuoyant 
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Fig. 4 Measured and calculated separation angles: A experiment (Tuft 
and Brandt, 1982); calculated: a laminar, buoyant; <y laminar, non-
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60 longitudinal nodes and 36 radial nodes, which is finer than 
the 16 radial nodes used by Tuft and Brandt (1982). 

The calculational results for the location of the separation 
point of the boundary layer along the inner sphere are given in 
Fig. 4. The results for laminar nonbuoyant flow, as well as the 
results of Tuft and Brandt (1982) for laminar nonbuoyant 
flow, show a separation point near 80 deg at a gap Reynolds 
number of 110. The separation point is located in a region of 
adverse pressure gradient with the experimental wall jet 
separating sooner than predicted due to observed vortex mo
tion and flow instabilities. Incorporating the effects of 
buoyancy into the laminar calculations, however, shows in 
Fig. 4 that buoyancy has a marked effect on the location of the 
separation point. The cooling of the fluid on the inner sphere 
wall gives rise to negative buoyancy forces that act against the 
flow direction and thus aid in causing separation. Incor
porating buoyancy improves the calculation of the location of 
the separation point at lower gap Reynolds numbers but does 
not affect the results at higher gap Reynolds numbers. The 
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Fig. 5 Local heat transfer rate based on a laminar flow calculation: ex
periment (Tuft and Brandt, 1982): a Re = 1086; A Re = 465; «Re = 110; 
calculated: Re = 1086; Re = 465; Re = 110;_ . . _ Re = 110, 
nonbuoyant 
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Fig. 6 Normalized radial average annulus water temperature distribu
tion based on a laminar flow calculation: experiment (Tuft and Brandt, 
1982): H Re = 1086; A Re = 465; m Re = 110; calculated: Re = 1086; 

Re = 465; Re = 110;_ . . _ Re = 110, nonbuoyant 

calculational results do show the trend of the separation point 
moving downstream with increases in gap Reynolds number. 

Figure 5 shows calculated and experimental local heat 
transfer rate for gap Reynolds numbers of 110, 465, and 1086 
for laminar buoyant flow. The maximum heat transfer rate 
occurs in the inlet region where maximum wall jet velocities 
occur on the inner sphere. The heat transfer rate decreases 
with increasing angle due to the deceleration of the wall jet. A 
local minimum heat transfer rate occurs at the location of the 
separation point where the velocity gradient is zero and the 
fluid is stagnant. Downstream of the separation point, a 
region of reverse flow exists and the heat transfer rate in
creases. The flow reattaches downstream of the separation 
point, and the heat transfer rate assumes a relatively flat pro
file in the downstream low-velocity region. Also shown is the 
calculated local heat transfer rate for laminar nonbuoyant 
flow at a gap Reynolds number of 110. At higher gap 
Reynolds numbers, the difference between buoyant and non-
buoyant cases become small. The computed heat transfer rate 
in the inlet region is considerably underpredicted. Experimen-
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Fig. 7 Local heat transfer rate based on a k-e turbulence model 
calculation: experiment (Tuft and Brandt, 1982): a Re = 1086; A 
Re = 465; a Re = 110; calculated: Re = 1086; _ . _ Re = 465; 
Re = 110 

tal observations show vortex motion, large temperature fluc
tuations, and unstable flow geometry in this region, which 
suggest that the flow is turbulent with an associated increased 
heat transfer rate. 

Calculated profiles of normalized average radial 
temperature are shown in Fig. 6. For laminar buoyant flow the 
profile at a gap Reynolds number of 110 shows a profile that is 
much improved over the nonbuoyant case. At higher gap 
Reynolds numbers of 465 and 1086, the profiles that are 
shown in Fig. 6 for laminar buoyant flow are also found to be 
very similar to the nonbuoyant case. The temperature profiles 
are very much dependent on the location of the separation 
point. Since the local minimum in heat transfer rate, velocity 
gradient, and temperature is associated with the separation 
point, the accuracy of these profiles improve as separation is 
more accurately predicted. 

Turbulent Flow 

The buoyant laminar flow analysis was extended by incor
porating a k-e turbulence model (Launder and Spalding, 1974) 
to calculate a turbulent viscosity. 

Calculational results for local heat transfer rate at gap 
Reynolds numbers of 110, 465, and 1086 are shown in Fig. 7. 
The results show a high local heat transfer rate in the entrance 
region, which falls rather sharply until it levels off to a fairly 
constant value in the quiescent regions of the flow. Comparing 
the turbulent calculations to the buoyant laminar flow results 
of Fig. 6 shows that the k-e model results are improved in the 
entrance region and follow more closely the experimentally 
determined slope of the local heat transfer curve at gap 
Reynolds numbers of 465 and 1086. The higher heat transfer 
rates in the inlet region along the inner sphere are due to large 
velocity gradients in the wall jets. These large velocity gra
dients produce high turbulent kinetic energies and associated 
high turbulent viscosities and heat transfer coefficients. The 
wall jet velocity drops off rapidly as the equator is approached 
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Fig. 8 Normalized radial average annulus water temperature distribu
tion based on a k-e turbulence model calculation: experiment (Tuft and 
Brandt, 1982): a Re = 1086; A Re = 465; e Re = 110; calculated: 
Re = 1086; Re = 465; Re = 110 

and results in an associated drop in turbulent heat transfer 
coefficient. The values of dimensional wall distance y + vary 
considerably along the inner sphere wall. In the entrance 
region where a wall jet along the inner sphere exists, the values 
of y + are initially very high and remain relatively high until 
either the flow approaches the equator or boundary layer 
separation occurs. Farther downstream, the flow is relatively 
quiescent and y+ becomes smaller. At a higher gap Reynolds 
of Re= 1086, the values of y+ vary from 233 to 43 in the first 
half of the annulus. In the annulus downstream of the 
equator, the values of y+ vary from 34 to 19. For a gap 
Reynolds number of 465, the values of y+ from the entrance 
to the separation point vary from 92 to 20, but downstream of 
separation the values of y+ are below 20, and the flow is 
assumed to be in the laminar sublayer. 

Results for total Nusselt number based on a k-e turbulent 
flow analysis are also given in Fig. 3. For buoyant calculations 
the k-e model gives similar results when compared to the 
laminar buoyant analyses, especially at high and low Reynolds 
numbers. The results for nonbuoyant turbulent flow shown in 
Fig. 3 are not as accurate as those for buoyant flow at a 
Reynolds number of 110 but soon equal the buoyant turbulent 
case results at higher Reynolds numbers. The buoyant tur
bulent analysis, at Re = 110, predicts more accurately than the 
nonbuoyant case the boundary layer separation on the inner 
sphere and thus results in a more accurate caculation of heat 
transfer. Applying the boundary conditions from the k-e 
model of Chieng and Launder (1980) gave total Nusselt 
number results that changed little from those of the Launder 
and Spalding (1974) model. 

Normalized average radial temperature profiles based on 
turbulent flow are given in Fig. 8. The calculated profile at a 
gap Reynolds number of 1086 is more accurate than that at a 
low gap Reynolds number of 110. Comparing the turbulent 
calculation to the laminar buoyant flow calculation shows bet
ter agreement at a gap Reynolds number of 110 for laminar 
flow and better agreement for the k-e turbulence model at a 
gap Reynolds number of 1086. Figures 9 and 10 show typical 
calculated horizontal velocity and temperature profiles across 
the annulus at several locations for a gap Reynolds number of 
260. 

Results for the location of the separation point using the 
buoyant k-e model are shown in Fig. 4. The results fall be
tween the data of the nonbuoyant and the buoyant laminar 
cases. At high gap Reynolds numbers, the buoyant k-e model 
did not give any separation. Flow in the annulus up to the an
nulus equator experiences a positive gradient along the bound
ary layer due to increasing cross-sectional area and 
decelerating fluid. Boundary layer separation occurs if the 
momentum of the boundary layer cannot overcome the 
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Fig. 10 Temperature profiles for flow at a gap Reynolds number of 260 
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Fig. 9 Horizontal velocity profiles for flow at a gap Reynolds number of 
260 at longitudinal coordinates 0 of 30, 85, and 145 deg 

pressure gradient. Downstream of the equator, a negative 
pressure gradient exists, and flows that have not yet separated 
will tend not to separate. The nonbuoyant k-e model calcula
tion did not predict any separation occurring over the range of 
gap Reynolds number from 110 to 1086. In an attempt to ob
tain a better calculation of separation point location, a simple 
mixing length model (/,„ = KVP) was incorporated into the 
laminar analysis at the wall adjacent node. The results show in 
Fig. 4 that this mixing length model gives the best results over 
the range of gap Reynolds numbers considered. 

Conclusions 

It is believed that this study is the first analysis in which the 
two equation k-e turbulence model and the full axisymmetric 
Navier-Stokes equations have been applied to steady spherical 
annulus turbulent forced convection flow. 

There are four main conclusions from this study of fluid 
flow and heat transfer in a spherical annulus: 

1 Incorporating a two-equation k-e turbulence model im
proves the computation of local heat transfer over a laminar 
model calculation, especially in the entrance region where a 
high-velocity stream of fluid flows along the inner sphere wall. 

2 Incorporating buoyancy into the computations shows 
that buoyancy forces are significant at lower gap Reynolds 
numbers and strongly affect both the fluid flow pattern and 
the location of the boundary layer separation point on the in
ner sphere. 

3 The location of the separation point of the boundary 
layer along the inner sphere moves downstream with increases 
in the gap Reynolds number. 

4 Prediction of the location of the boundary layer separa
tion point along the inner sphere wall was more accurate at 
lower gap Reynolds numbers than at higher gap Reynolds 
numbers. 
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An Experimental Study of Natural 
Convection in a Toroidal Loop 
Velocity and temperature profiles were measured at the entrance and exit to the 
heating section of a toroidal thermosyphon loop operating under steady flow condi
tions for a range of heat inputs. Velocity measurements were made with a laser-
Doppler velocimeter and temperature measurements with a small thermocouple 
probe. Detailed results are presented for the longitudinal and circumferential com
ponents of the velocity for four heat inputs. The data for cross-stream secondary 
flows and streamwise flow reversals emphasize the importance of including three-
dimensional effects in analyses of these systems: 

1 Introduction 
A thermosyphon loop is a natural circulation loop in which 

the flow is driven by thermally generated density gradients. 
Applications for natural convection loops include solar 
heating and cooling, geothermal power production, per
mafrost protection, engine cooling, and cooling of nuclear 
reactors. In a thermosyphon important design considerations 
are the magnitude and the stability of the resulting flow rate of 
the working fluid. In order to facilitate the design of effective 
and reliable thermosyphons, the basic characteristics of these 
flows must be understood. This requires a knowledge of the 
physics of the flow and how the flow affects the heat transfer, 
as well as an experimental data base for appraising numerical 
models. 

In order to obtain a better understanding of the flow and 
heat transfer mechanism in thermosyphons, measurements of 
the velocity and temperature profiles were carried out in a 
toroidal thermosyphon loop (Fig. 1). The lower half of the 
water-filled thermosyphon is heated with a constant heat flux, 
while the upper half is cooled at a constant wall temperature. 
The toroidal loop is mounted vertically and can be rotated in 
the vertical plane about its center to any angle 60 (see Fig. 1) in 
the longitudinal ((?) direction. The value of 60 directly affects 
the stability of the flow in the thermosyphon. 

Nondimensionalization of the governing equations shows 
that the Prandtl number, the Grashof number, and the Froude 
number are important parameters in the thermosyphon flow 
(see Nomenclature). The Prandtl number varies from 4 to 7, 
corresponding to the variation of the properties of water with 
respect to temperature. The Grashof number and the Froude 
number vary with changing heat input. Choosing the tube 
diameter as the characteristic length L, and using the 
characteristic velocity V (see Nomenclature) from Creveling et 
al. (1975), the Grashof number is defined as Gr = 
gPATL3/i>2, with AT=Q/(mc). 

Increasing the heat input corresponds to an increase in the 
buoyant driving force and heat inputs varying from 145 W to 
875 W result in Grashof numbers ranging from 1.4 x 105 to 
8.9 x 105. The Froude number, a measure of inertia relative 
to gravity, increases from 0.002 to 0.042 with the increase in 
heat input. The ratio of the toroid radius to the tube radius is 
R/a = 24.6, which results in significant curvature effects on 
the flow field. 

Several reviews of thermosyphon flows and their applica
tions are available. Japikse (1973) lists many practical applica
tions for buoyancy-driven heat transfer. Zvirin (1981) pro
vides both a review of natural circulation loops for nuclear 
reactor cooling and a listing of important parameters for 

characterizing these flows. He also recommends that 
measurements be made of the temperature and the velocity 
profiles within these loops. Mertol and Greif (1985) provide a 
comprehensive review of natural circulation loops, including a 
summary of the analyses done on the toroidal thermosyphon. 

In pioneering experiments on the toroidal loop, Creveling et 
al. (1975) and Damerell and Schoenhals (1979) measured the 
temperature at the entrance to and the exit from the heating 
section. These measurements were made at a fixed radial loca
tion in the tube where the temperature was considered to be 
approximately equal to the bulk temperatures of the flow, 
assuming steady, forced, laminar flow. The mass flow rate 
was estimated using an energy balance based on the heat input 
and the measured temperature difference of the fluid from the 
inlet to the outlet of the heating section. 

The measurements of Stern and Greif (1987) showed that 
the temperature profiles in the toroidal loop vary significantly 
in three dimensions and differ from the profiles assumed in 
previous studies. In the present work, measurements of the 
velocity and temperature profiles have been obtained for 
several heat inputs. The flow is examined both quantitatively, 
based on the recorded temperature and velocity data, and 
qualitatively, utilizing flow visualization. The results obtained 
are believed to represent the first laser-Doppler measurements 
of the velocity profile in a toroidal thermosyphon loop. 

The results show that very complex secondary and 
longitudinal recirculating flow patterns are present. Previous 
flow visualization tests have reported the presence of second
ary and reversed flows, but no quantitative data have been 
presented. While the one-dimensional analyses of Creveling et 
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Fig. 1 Toroidal thermosyphon 
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al. (1975), Damerell and Schoenhals (1979), and Greif et al. 
(1979), as well as the two-dimensional analysis of Mertol et al. 
(1982), neglect these flow characteristics, the three-
dimensional numerical analysis of Lavine (1984) clearly 
predicts them. The analyses of Lavine (1984) and Lavine et al. 
(1986, 1987) predict regions of longitudinal (streamwise) flow 
reversal, as well as secondary, circumferential (cross-stream) 
flow patterns resulting from the curvature of the ther-
mosyphon tube. However, numerical limitations restricted 
these three-dimensional analyses to low Grashof numbers. If 
water is the working fluid, the temperature differences at these 
Grashof numbers are too small to measure accurately. It is im
portant to have velocity data for the development and testing 
of improved numerical models as well as for advancing fun
damental understanding of these flows. 

2 Experimental Apparatus and Procedure 

Description of the Thermosyphon. The torus of the ther-
mosyphon (see Fig. 1) was fabricated from 1.22 in. (31 mm) 
i.d. Pyrex glass tubing with a major diameter of 30 in. (76.2 
cm). The tube wall thickness is 0.079 in. (2 mm). The torus has 
three ball joints in the bottom half to permit thermal expan
sion. The working fluid in the thermosyphon tube is distilled 
water. 

The thermosyphon is cooled by means of a water jacket, 
which surrounds the upper portion of the torus. The jacket is 
made from clear Plexiglas and is a square cross section, 2 in. 
x 2 in. (5.08 cm x 5.08 cm). The Plexiglas allows visual 
observation of the flow over the entire cooled section of the 
thermosyphon. A high coolant flow rate for all the experimen
tal runs resulted in a nearly constant wall temperature over the 
cooling section. The temperature difference of the coolant 
fluid, between the inlet and the outlet of the cooling jacket, 
was always less than 0.5°C. 

The thermosyphon is heated with 1/2 in. (1.27 cm) wide 
nichrome heater tapes that are wound evenly around the lower 
half of the torus. Power is supplied to the heater tapes with a 
0-115 VAC Powerstat variable transformer. The experimental 
runs have been conducted at power levels ranging from 145 to 
875 W corresponding to wall heat fluxes ranging from 1400 to 
8410 W/m2. The area of the heated section is 0.104 m2. The 
heated section of the torus is covered with multiple layers of 
fiberglass blanket approximately 3 in. (7.6 cm) thick. 

Construction considerations required that the exterior 
heating and cooling sections of the thermosyphon each cover 
slightly less than one half of the entire surface of the torus. As 
shown in Fig. 1, a sector of 14 deg (6l = 4 deg and d2 = 10 
deg) was left exposed on either side of the torus to permit op
tical access. Comparison of fluid temperature measurements 

for insulated and uninsulated conditions at these locations 
confirmed that this wall condition has no discernible effect on 
the measured temperature profiles. 

The torus is made with glass nipples at the inlet and outlet to 
the heated section. These serve as access ports to permit 
measurement of the fluid temperature profiles at these loca
tions. The nipples accommodate rubber stoppers, which are 
flush with the inner wall and are located at an angle of 9 deg 
below the major diameter of the torus; i.e., at 6 = - (60 + 9 
deg) and 6 = 180 deg + 9 deg - d0) on the right-hand and 
left-hand sides, respectively, in Fig. 1. Further details on the 
temperature measurements are presented in Stern and Greif 
(1987). 

Laser-Doppler Anemometry System and Measurement Pro
cedure. The laser-Doppler anemometer (LDA) system that is 
used to make velocity measurements in the thermosyphon is a 
DISA (Dantec) two-component system, operated in the 
backscatter made with frequency shifting. The optimum fre
quency shift for the measured velocities and the signal process
ing equipment used in this study was determined experimental
ly to be between 60 and 80 kHz. Details on the LDA system 
and measurement procedure are given in Stern (1986). 

Only one component of velocity was measured at any one 
time in the loop because of the curvature of the glass tube 
wall. All of the LDA measurements require passing the two in
cident laser beams through curved Pyrex glass walls. Since the 
glass walls and the water in the loop have indices of refraction 
that differ from air (1.474 and 1.333, respectively), these 
refracting interfaces are accounted for in both the positioning 
of the measuring volume and the calibration of the frequency 
signal collected. The index of refraction corrections needed 
for both velocity components measured in this study 
(longitudinal and circumferential) have been derived by Az-
zola and Humphrey (1984). 

With the LDA technique, the velocity that is measured is 
that of the particles seeded in the flow and not that of the 
fluid. Polystyrene latex microspheres were chosen as seed par
ticles because of their uniformly spherical shape and selected 
size. With a density of 1.05 g/ml, these particles are almost 
neutrally buoyant in water at room temperature. A particle 
diameter of 2.9 /im was chosen to maximize the SNR for an in
terference fringe spacing of 2.2 /mi in the probe volume. These 
seeding particles follow all oscillation frequencies believed to 
be present in the flow. The optimum particle concentration 
was determined to be about 1 drop of aqueous solution (10 
percent solids by weight) per 2000 ml distilled water. 

Data collection and reduction are performed by the PDP 
11/34 minicomputer. The number of data points collected at 

Nomenclature 

a = 
c = 

Fr = 
g = 

Gr = 

L = 
m = 
Pr = 
Q = 

R 

radius of thermosyphon tube 
specific heat of fluid 
Froude number = V-fgL 
gravitational constant 
Grashof number 
= g/3A7XV»2 

characteristic length scale 
mass flow rate 
Prandtl number 
heat input (into heating 
section) 
radial coordinate in ther
mosyphon tube 
large radius of toroid (radius 
of curvature) 

SNR 
T 

Tc 

V = 

AT = 

signal-to-noise ratio 
fluid temperature 
cooling water temperature 
circumferential (cross-stream) 
fluid velocity 
longitudinal (streamwise) 
fluid velocity 
characteristic velocity 
= (g/3Q/47rV)1/2 

thermal expansion coefficient 
of fluid 
characteristic bulk fluid 
temperature difference = 
Q/ira2pcV 

= longitudinal coordinate 
around toroid 

= rotational tilt angle imposed 
on toroid 

= exposed sector of tube be
tween center and cooling 
section 

= exposed sector of tube be
tween center and heating 
section 

= fluid viscosity 
= fluid kinematic viscosity 
= fluid density 
= circumferential coordinate in 

thermosyphon tube 
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Table 1 Summary of measurement uncertainties 

Variable 

T - Tc C O 

Ue (%) [2] 

U4, (7.) [3] 

r (mm) 

8 (deg) 

cj) (mm) 

Type of Uncertainty 

Systematic 

Typical 

1 

7.7 

33 

1.6 

0.1 

1.0 

Maximum [1] 

1 

14 

70 

Random 

Typical 

40.3 

+5.0 

+20 

+0.5 

+0.5 

+0.1 

Maximum [1] 

+0.3 

+15.3 

+20 

1 

1. Restricted to small region of flow 
2. As percentage of UQ at centerline 
3. As percentage of UA = 0.010 m/s 

each position was determined to give an average that was in
dependent of the sample size. A sample size of 1000 points at 
an average rate of 20 Hz with 30 percent validation results in a 
collection period of several minutes ensuring that the measure
ment period is substantially longer than any periods of oscilla
tion in the flow. Sample sizes of 100, 200, 500, 1000, and 2000 
were taken to compare the mean velocity profiles. A sample 
size of 1000 points was found to be sufficient, except for the 
low heat input case in the inner wall region where the flow 
enters the heating section. 

3 Experimental Uncertainty 

The experimental uncertainties for all of the measured 
variables are listed in Table 1. Systematic sources of uncertain
ty were summed to calculate the tabulated upper bound. Ran
dom sources of uncertainty were combined by taking the 
square root of the sum of the squares to give the listed values. 
The typical uncertainties that are listed in Table 1 represent the 
largest uncertainties expected in the data over most of the 
region that was measured. However, for some regions more 
extreme uncertainties can occur. These uncertainties are 
designated as maximum uncertainties and are restricted to 
specific locations in the flow. A detailed evaluation of the 
uncertainties in the measurements of both the temperatures 
and the velocities is given in Stern (1986). A description of the 
more significant uncertainties in the velocity measurement is 
presented here. 

The uncertainties in the longitudinal velocity measurement 
are given as a percentage of the values at the center of the 
tube. Values at the tube center could not be used to normalize 
the circumferential velocity uncertainties because it was not 
possible to obtain circumferential velocities at this location. 
Therefore, these uncertainties are shown as a percentage of a 
characteristic value of 0.010 m/s. 

Several of the error sources (e.g., nonuniform tube cross 
section, tube wall surface irregularities, probe reference loca
tion uncertainty, index of refraction gradients, etc.) con
tributed to both the uncertainty in the probe location coor
dinate and the uncertainty in the velocity measurements since 
the velocity that is measured may not be at the specified loca
tion. Uncertainties in the velocity resulting from errors in the 
location of the probe volume are dependent on the local gra
dient of the velocity. In most of the flow these errors would be 
small since the gradients are not large. However, these errors 
can be significant near the wall where the velocity gradient is 
large. The uncertainties in the probe location are evaluated 
solely as uncertainties in the location; i.e., their direct effect 
on the velocity is not included in the calculated uncertainties. 

However, it is noted that the errors in the probe location are 
primarily systematic so that the shape of the velocity profile 
will be much less affected by these uncertainties than will the 
absolute magnitude of the velocities. 

Velocity bias occurs when the photodetector output in a 
fluctuating flow records a larger number of faster moving par
ticles than slower moving particles in a given interval of time. 
The fluctuations in the thermosyphon flow are sufficiently 
large that velocity biasing should be considered. The velocity 
data from the thermosyphon show that the root-mean-square 
(rms) value of the longitudinal velocity increases with heat in
put. The exception to this trend is for the lowest heating case 
(145 W) when the recirculating region at the entrance to the 
heating section induces additional fluctuations at this loca
tion. For all the heat inputs the rms value of the longitudinal 
velocity is fairly uniform over the central portion of the cross 
section but decreases near the wall. The velocity bias error can 
be expected to increase with increasing rms values. 

Mean velocities in the flow were calculated using equal 
weighting (unweighted or arithmetic mean) and with the in
verse velocity weighting of McLaughlin and Tiederman (1973) 
(weighted mean approximating a time-weighted averaged). 
While the latter weighting should provide a more accurate 
value for the mean longitudinal velocity in this flow, problems 
occur when the velocity is small because the inverse velocity 
weighting becomes large. Therefore, the mean becomes biased 
toward the lower values of the velocities. For the 145 W 
heating case, the longitudinal velocities frequently fluctuated 
so as to yield negative velocities causing the weighted mean to 
deviate from the actual mean much further than does the 
unweighted mean. The mean velocity should be bounded by 
the weighted mean (biased toward low velocities) and the 
unweighted mean (biased toward high velocities). Thus, these 
extreme values provide a convenient estimate of the maximum 
error resulting from the velocity bias. An uncertainty of 5 per
cent in Ue was estimated for the longitudinal velocity 
measurements. The maximum error in Ue of 10 percent occurs 
for the 145 W heating case at the entrance to the heating sec
tion because of the presence of the reverse flow in this region. 
Both weighted and unweighted mean velocities are presented 
in the tabulated data of Stern (1986), but only unweighted 
velocity data are presented here because this is a better overall 
choice in view of the difficulties with the weighting method. 
Velocity bias probably does not affect the circumferential 
velocity measurements because the number of particles in the 
probe volume is not strongly correlated to the magnitude of 
this velocity component. 

The velocity spectrum measured by the LDA technique is 
"broadened" by the velocity gradient because the probe 
records data from a finite control volume and the particles 
traversing the probe volume have a range of velocities. This 
contribution to uncertainty in the mean velocity is greatest 
where the velocity gradient changes most drastically (at a 
"corner" of the flow profile). Therefore, the maximum uncer
tainties listed in Table 1 correspond to corner regions of the 
flow profile for the mean velocities. 

The uncertainties caused by a deviation in the orientation 
angle of the laser beams from the direction of the velocity 
component being measured were calculated for the condition 
of a (maximum) deviation of ±4 deg in the orientation angle. 
It is unlikely that the error in the circumferential mean velocity 
would be as large as the calculated value of 65 percent because 
the angular deviation is anticipated to be less than 4 deg. This 
effect leads to a significant uncertainty, but it is systematic so 
that the general shape of the measured velocity profile is valid 
despite the uncertainty in the magnitude. To reduce this uncer
tainty would require extremely precise dimensional tolerances 
in the tube to permit accurate alignment of the laser beams 
along the desired coordinate directions. 
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4 Results and Discussion 

Flow Visualization. Flow visualization techniques were 
used to observe the complex flow field in the thermosyphon. 
Pearl essence particles suspended in the working fluid 
reflected light, which permitted the fluid motion to be ob
served. In addition, density gradients in the thermosyphon 
permitted flow observation when light from a point source 
passed through the fluid and projected shadows on a surface 
behind the flow. 

Several important characteristics of the fluid motion have 
been observed including flow recirculation in the longitudinal 
coordinate direction and circumferential secondary flows, as 
shown in Fig. 3. (The flow visualization was conducted at a tilt 
angle 0O of 10 deg. To simplify the figure this tilt angle is not 
shown and is not used in identifying angles in this discussion, 
consistent with the qualitative nature of this section.) The 
former pattern was reported by Creveling et al. (1975). The 
regions of recirculation were detected by noting that the fluid 
motion in the region near the inner wall was opposite to the 
direction of the bulk flow. The inner wall refers to the portion 
of the thermosyphon tube cross section closest to the center of 
the torus. This is the region near <j> = -K (radial location R — a) 
in Fig. 2. The outer wall refers to the portion farthest from the 
center of the torus, i.e., near </> = 0 (R + a). The front wall 
region, that region through which most optical observations 

are made, is defined to be at <f> = 3ir/2 and the back wall refers 
to the portion of 4> = ir/2. 

Longitudinal (or streamwise) flow recirculation was ob
served in the region entering the cooling section (between 6 = 
•K and 6 = TT/2 in Fig. 3a) for clockwise flow at all heating 
levels. A similar recirculating flow region is also expected in 
the region where the flow enters the heating section, i.e., be
tween 6 = 0 (or 27r) and 6 = 37r/2. The extremity of the latter 
recirculation region was confirmed from the velocity 
measurements. Both of these recirculating flow regions were 
predicted in the three-dimensional numerical analysis of 
Lavine (1984) at Grashof numbers one order of magnitude 
lower. 

The streamwise recirculating flow regions at the entrances 
to both the heating and cooling sections are caused by density 
changes in the fluid near the inner wall and are aided by the 
secondary motion. As the fluid travels upward into the cooling 
section (at 6 = ir), it is rapidly cooled along the wall, which is 
maintained at Tc. This denser fluid is carried by the secondary 
motion to the inner wall where it falls under the force of gravi
ty. The portion of the fluid that falls along the inner wall is 
moving opposite to the hot fluid rising upward from the 
heating section, thereby creating the recirculation region. A 
similar effect occurs in the entrance region to the heating sec
tion where hotter (less dense) fluid rises upward, along the in
ner wall, against the main flow. 

The flow reversal works to reduce the friction on the fluid in 
the vicinity of these recirculation regions (cf. Lavine et al., 
1984, 1986, 1987). However, the total buoyancy force is re
duced by the recirculation regions. This is because the average 
temperature of the fluid decreases more rapidly near the cool
ing section entrance and increases more rapidly at the heating 
section entrance. The three-dimensional computations of 
Lavine et al. (1984, 1986, 1987) predict the flow reversal in the 
heating section to be stronger than the reversal in the cooling 
section. As the Grashof number increases the recirculation 
region in the heating section is expected to penetrate back into 
the cooling section. This is verified by the velocity 
measurements of this study. 

Several types of cross-stream secondary flow pattern are 
evident in the thermosyphon. A secondary motion in the ther
mosyphon refers to fluid motion in the r, </> plane, i.e., perpen
dicular lo the longitudinal or 6 direction. Although the 
longitudinal velocity is at least an order of magnitude greater 
than the components of velocity in the r or 4> directions, the 
secondary motions are very important to both the fluid flow 
and heat transfer since they can strongly influence the velocity 
and temperature gradients near the wall. 

The secondary flow shown in Fig. 3(b) is an expected pat
tern in a curved pipe flow. Berger et al. (1983) describe the 
origin and manner of the flow field in a curved pipe in forced 
convection. As the fluid flows around the center of curvature 
of the torus, centrifugal acceleration results in a cross-stream 
flow from the inner wall toward the outer wall along the sym
metry plane of the tube extending from R — a to R + a. The 
pressure gradient from the stagnation region near <j> = 0 (R + a) 
then drives the fluid back toward the inner wall (along the 
curved front and back walls) resulting in the two-cell pattern 
shown in Fig. 3(b). This secondary circumferential flow has 
been predicted and described in the steady-state analysis of 
Lavine (1984) and measured in this study. 

A transient secondary motion was observed in the second 
half of the cooling section (i.e., between 9 = 7r/2 and 8 = 0) for 
a clockwise flow. This motion appeared as a serpentine 
waviness of the observable density gradients across the vertical 
"symmetry" plane containing the circle of radius R formed by 
the tube centerline. This motion may be a result of instabilities 
as the secondary flow (described in the previous paragraph) 
approaches the wall and divides at 0 = 0. 
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Velocity Measurements. LDA measurements were made 
in the thermosyphon, tilted at an angle 80 = 10 deg, at loca
tions leaving and entering the heating section; 0= 176.8 ± 0.5 
deg and 8 = 341.7 ± 0.5 deg, respectively, in Fig. 1. Mean 
velocity profiles along cross-sectional diameters from the in
ner wall toward the outer wall (from R — a along <j> = T toward 
R + a along <j> = 0 in Fig. 2) and from the front wall toward 
the back wall (0 = 3-7r/2 to </> = ir/2 in Fig. 2) are given in 
Figs. 4 through 8. These data are representative of the more 
extensive data in Stern (1986). The thermosyphon heating was 
set at four different levels; 145 W, 400 W, 630 W, and 875 W. 
These heat inputs correspond to a Grashof number range of 
l x l O 5 t o 9 x l 0 5 . 

Utilizing a mirror mounted at 45 deg to the central axis of 
the toroid, the incident laser beams were reflected along the 
major radius of the thermosyphon and the flow velocity was 
measured near the inner wall region (4> = w, R — a) of the cross 
section. This mirror was mounted on the left-hand side of the 
thermosyphon as viewed in Fig. 1. To obtain measurements 
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near the inner wall in regions both leaving and entering the 
heating section, the thermosyphon was tilted clockwise and 
counterclockwise, respectively. This was possible because of 
the symmetry in the boundary conditions about the diameter 
from 6 = TT/2 - 60 to 6 = 3ir/2-60 in Fig. 1. A clockwise 
(downward) tilt is defined to be a positive value of 60 in Fig. 1 
and results in a steady-state bulk clockwise flow. A 
counterclockwise (upward) tilt is a negative value of 60 and 
results in a counterclockwise flow. 

The velocity data are plotted with either the inner or the 
front wall (depending on 4>) on the right side of the graph and 
the outer or the back wall on the left side (see Fig. 2). This 
eliminates confusion about whether the data were collected on 
the right- or left-hand side of the thermosyphon. The coor
dinate is given as both a dimensionless radial location, r/a, 
and a dimensional radial location, r, in mm with positive and 
negative values consistent with the sign convention of Fig. 2. 
Each longitudinal velocity data point (see Figs. 4-8) represents 
the mean of 1000 velocity measurements at the specified loca
tion in the cross section. Each circumferential velocity data 
point (see Figs. 5 and 8) represents the mean of at least 500 
measurements. The velocity measurements were collected over 
a period of several minutes (up to a maximum of 15 min) at a 
data rate of 1-50 Hz. 

Mean velocity data in the circumferential direction are 
shown in Figs. 5 and 8. Along the radius $ = 3ir/2 in Fig. 2, a 
positive velocity is defined to be flow from the inner wall 
toward the outer wall. This corresponds to the secondary mo
tion along the central diameter of Fig. 3(b). The velocities 
along the front and back walls in the cross-section in Fig. 3(b) 
are toward the inner wall and have negative velocities. Thus, 
the circumferential velocity is considered to be positive when 
the flow is from the inner wall toward the outer wall (i.e., 
from R — a toward R + a in Fig. 2) and negative when the flow 
is toward the inner wall. 

Velocity Profiles Leaving Heating Section. The data for 
the mean longitudinal velocity of the flow leaving the heating 
section are given in Figs. 4 and 5. The reduced intensity and in
creased noise of the optical signal prevented measurement of 
the velocity beyond r = - 1 2 mm. (Note that the tube 
centerline is not expected to be a point of symmetry on the 
diameter <j> = TT to 0 in Fig. 4). The shape of the velocity profile 
changes as the heating level is varied. In particular, the veloci
ty gradient near the inner wall becomes much larger as the 
heating rate is increased. Thus, as the fluid leaves the heating 
section, the velocity is larger near the inner wall for the higher 
heating rates. The steep gradients at the wall indicate an in
creasing frictional force with increased heating. 

The velocity profiles are relatively flat in the core region of 
the flow. The flow leaving the heating section is measured at 
0= 176.8 deg in Fig. 1 (0O= 10 deg) so that gravity is almost 
aligned with the tube centerline. The buoyancy force on the 
heated fluid acts upward and apparently overcomes the iner-
tial force on the flow which would tend to move the fluid 
toward the outer wall. Secondary motion, evident in the cir
cumferential velocity profiles of Fig. 5, may act to flatten the 
velocity profiles at this location. In Fig. 4 the velocity data at 
875 W exhibit a slight peak near the inner wall, which may be 
caused by the greater effect of buoyancy at this higher heat 
input. 

Data for the longitudinal velocity of the flow leaving the 
heating section along the diameter extending from <l> = 3w/2 to 
•?r/2 (from the front wall toward the back wall) were obtained. 
Figure 5 shows data for the 630 W heat input from the front 
wall to the tube centerline. The signal intensity and data rate 
from the back half of the flow (tube radial locations beyond 
- 1 0 mm) decreased and it was not possible to obtain an ac
curate velocity measurement in this region. Thus a definitive 
check could not be made of the anticipated symmetry of the 

flow about r = 0 on this diameter. However, a comparison was 
possible between 0 and 10 mm radial locations over both the 
front half and back half sections. Although the uncertainty of 
the measured velocity increased as the probe was traversed in
to the back half of the flow, the flow did exhibit symmetry 
about r = 0. 

For all heat inputs the circumferential velocities in the 
region leaving the heating section exhibit the secondary flow 
pattern of Fig. 3(b) (cf. Fig. 5). Note that the ratio of l/0 to 
the longitudinal velocity Ue remains roughly the same for all 
heat inputs. The secondary motion in the cross stream alters 
the longitudinal velocity and convects thermal energy in the 
circumferential direction and results in the flattening of both 
the temperature and velocity profiles in the longitudinal (6) 
direction. The distribution of U$ over the cross section as il
lustrated in Fig. 3(b) will cause the heat transfer coefficient to 
be a strong function of $. Clearly, a complete understanding 
of this flow requires three-dimensional measurements and 
calculations. 

Velocity Profiles Entering Heating Section. The data for 
the mean longitudinal velocity of the flow entering the heating 
section at 0 = 341.7 deg (cf. Fig. 1, <?0 = 10 deg) are given in 
Figs. 6-8. Along 0 = ir toward 4> = 0 it was possible to measure 
the velocity slightly beyond the center as shown in Fig. 6. Data 
could not be obtained beyond approximately r = 0 (except for 
the 400 W case) because of the reduced signal quality. For the 
145 W heat input the recirculating flow region is evident from 
the negative velocities near the inner wall (r=\2tor=l5 mm). 
This result is not present in any of the other velocity profiles 
(which are at the higher heating levels) and may indicate that 
the recirculating region at the higher heating rates is located 
farther downstream (into the heating section). A further in
dication of the flow disturbance caused by the prominent 
recirculating region is the larger scatter of the data at this low 
heat input. The recirculating flow region may also be responsi
ble for the dip in the velocity profiles of Fig. 7; that is, the 
reversed flow near the inner wall may affect the velocity 
upstream to the extent that it reduces the velocity in the central 
portion (along the diameter extending from 4> = 3ir/2 to 
4> = ir/2 in Fig. 2). From Fig. 6, the maximum value in the 
velocity profiles appears to be in the outer portion of the flow. 
This could be due to the diversion of the flow around the recir
culation region and (or) the buoyancy force causing the cooled 
fluid to move toward the outer wall (note that at 9= 341.7 deg 
the gravity force is directed toward the outer wall, cf. Fig. 1). 

At the thermosyphon cross section where the flow is enter
ing the heating section it was possible to measure the velocity 
from the front wall almost to the back wall (i.e., from 
<f> = 3ir/2 toward 4> = ir/2). These velocity profiles are shown in 
Fig. 7 and display good symmetry about the center, as ex
pected. It is noted that the uncertainty in the data in the back 
half of the diameter is greater than that in the data in the front 
half. 

In Fig. 7 the velocity gradients near the walls again become 
steeper with increased heating levels. Now, however, the max
imum velocity does not occur at the center but at a location 
between the radial locations of 6 and 12 mm. There is a small 
dip in the velocity profile in the central region of the cross sec
tion at all of the heating levels. The increased scatter of the 
multiple data points at the low-heat condition, 145 W, sug
gests that the flow is less stable. 

The circumferential velocity data for the flow entering the 
heating section (Fig. 8) show the same trend as the data for the 
flow leaving the heating section (Fig. 5). The magnitude of the 
circumferential velocity is slightly less entering the heating sec
tion than leaving the heating section. This may indicate that 
there is less secondary motion entering the heating section and 
may be a consequence of the recirculation region being in 
closer proximity to this location. 
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Discussion of Temperature and Velocity Measure
ments. The temperature and the velocity measurements 
shown in Figs. 4 and 6 were made along the diameter from 
<j> = ir to 4> = 0 for the flow leaving and entering the heating sec
tion. The temperature and velocity values were not measured 
at exactly the same 6 location. Leaving the heating section the 
temperatures were measured 0.7 deg closer to the heating sec
tion than were the velocities. Entering the heating section the 
temperatures were measured 2.2 deg closer to the heating sec
tion than were the velocities. Although the temperature at the 
wall and the velocity profiles were recorded simultaneously, 
the temperature profiles were not recorded at the same time. 
The specific temperature data that were used in Figs. 4 and 6 
gave the best agreement with the wall temperature value that 
had been recorded with the velocity measurement. 

From Fig. 4 it is evident that for the flow leaving the heating 
section the thermal and momentum boundary layers have 
about the same thickness at the inner wall. At the outer wall 
the temperature profile is flat; the velocity data did not extend 
to this region, but would presumably be small near the wall. In 
the core of the flow, thermal and momentum transfer are ap
parently enhanced by the secondary motions resulting in the 
relatively flat profiles that were measured. 

For the flow entering the heating section, the temperature 
peak at the inner wall for the low heat input (cf. Fig. 6 for the 
145 W case) corresponds to the prominent recirculation region 
(negative values of Ug at 145 W). At the higher heat inputs, 
the temperature profiles are much flatter. The recirculation 
region results in the upward transport of the hotter fluid from 
the heating section (opposite to the main flow) resulting in the 
temperature peak at 145 W at the inner wall. For the other 
heating cases, the recirculation region does not influ
ence the velocity as strongly and the temperature is primarily 
influenced by the upstream conditions in the cooling section. 
The relatively flat temperature profile, even with the nonsym-
metric velocity profile, indicates rapid cross-stream transfer of 
the thermal energy. 

The circumferential velocity was also measured along the 
diameter </> = 7r, 0 (Fig. 2) for flow leaving and entering the 
heating section. Within the uncertainty of the LDA 
measurements in the circumferential direction this velocity 
was negligible in the mean and confirms that the plane along 
4> = •K and 0 = 0 is a flow symmetry plane in the time-averaged 
sense. 

From the velocity data it is clear that the motion in the ther-
mosyphon is three-dimensional. Therefore, a two-dimensional 
model of the flow, allowing Ue to vary only with r and assum
ing U$ = 0, is inadequate. Furthermore, the bulk velocity can
not be found by simply integrating the velocity profiles along 
the diameters from 4> = T to 0 and from </> = 3TT/2 to ir/2 alone. 
For the flow entering the heating section it appears (cf. Fig. 6) 
that the mass flow does not vary linearly with Ue at the 
centerline. 

5 Conclusions 

Temperature and velocity were measured on the fluid in the 
regions leaving and entering the heating section of a toroidal 
thermosyphon. The temperature data were obtained with 
miniature thermocouple probes and the velocity data with an 
LDA system. The measurements were made with the ther
mosyphon tilted at an angle 80 - 10 deg. Tests were carried out 
at four heat inputs: 145, 400, 630, and 875 W. 

A detailed analysis indicates that the largest uncertainties in 
the velocity measurements are related to the nonuniform cross 
section of the thermosyphon tube; uncertainty in the initial 
location of the probe volume; tube wall surface irregularities; 
and uncertainty in the orientation angle of the laser beams. 
Most of these uncertainties were systematic so that the shape 

of the profile was very accurate, although the absolute value 
may be in error. 

The velocity in the thermosyphon was measured along two 
diameters in the cross section, along 4> = TT, 0 and 4> = 3ir/2, 
TT/2 in Fig. 2. Mean velocities in both the longitudinal and the 
circumferential directions were obtained. The magnitudes of 
both the velocities and the velocity gradients near the wall in
creased as the heat input was increased for the flow leaving 
and entering the heating section. The velocity profiles along 
</> = 7r, 0 for the flow leaving the heating section were relatively 
flat in the core region indicating that the buoyancy force (up
ward) counteracted the inertia of the fluid (toward the outer 
wall). Along the 4> = 3ir/2, -K/2 diameter the time-averaged 
flow appeared to be symmetric. The maximum velocity was 
located at the centerline, but the profile was relatively flat. 

For the flow entering the heating section the velocity pro
files along the radius at 4> = ir showed evidence of a prominent 
recirculation region for a heat input of 145 W. For this heat in
put, negative velocities, i.e., velocities opposite to the bulk 
flow direction, and larger velocity fluctuations occurred at the 
inner wall region. The recirculation region apparently resulted 
in a reduction of the momentum in the core region of the pro
files along the diameter extending from <f> = 'iir/2 to 7r/2. The 
velocity profiles were symmetric along this diameter. 

The circumferential component of the velocity in the 
regions leaving and entering the heating section exhibited the 
secondary, cross-stream motion characteristic of curved-pipe 
flow. The magnitude of this component of velocity increased 
with increasing heat input and was roughly proportional to the 
longitudinal velocity. The secondary velocity affected the 
longitudinal velocity and convected thermal energy in the cir
cumferential direction. This contributed to the flattening of 
both the velocity and temperature profiles in the longitudinal 
direction. The presence of this significant circumferential mo
tion indicated that the accurate determination of the heat 
transfer requires three-dimensional modeling and measure
ment. 

The velocity and temperature profiles along the 4> = ir, 0 
diameter for the flow leaving and entering the heating section 
show the effect of the recirculation region and secondary flow 
on the temperature profiles. The recirculating region near the 
entrance to the heating section results in upstream (upward) 
transport of hotter fluid from the heating section. Secondary 
(cross-stream) flows flatten both the velocity and temperature 
profiles by increasing the cross-sectional redistribution of 
momentum and thermal energy. 

The following is a summary of the main findings of this 
study: 

1 The three-dimensional nature of the flow field, 
previously reported in flow visualization studies and 
calculated numerically, has been confirmed quantitatively 
from LDA velocity measurements. However, the numerical 
results of Lavine et al. (1984, 1986, 1987) cannot be directly 
compared with these measurements since the Grashof number 
range is several orders of magnitude greater in this study. 

2 For the lowest heat input the presence of the prominent 
recirculating flow region at the entrance to the heating section 
strongly affected both the temperature and the velocity data. 

3 A circumferential flow pattern similar to that found in 
forced-convection curved-pipe flows was measured in this 
buoyancy-driven flow. 

4 An extensive evaluation of the uncertainties involved in 
toroidal thermosyphon measurements provides a firm founda
tion for the utilization of the data presented. 

5 The measured temperature and velocity profiles con
tribute to the fundamental understanding of buoyancy-driven 
flows and provide an important data base for the validation of 
numerical calculations of the flow in a toroidal thermo
syphon. 
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Buoyancy-Driwen Exchange Flow 
Through Small Openings in 
Horizontal Partitions 
This paper describes an experimental study of the phenomenon of buoyancy-driven 
exchange (countercurrent) flow through openings in a horizontal partition. A 
density-driven exchange flow was obtained by using brine above the partition and 
fresh water below the partition. In the first part of the study, flow measurements 
were made with a single opening, for opening ratios L/D in the range 0.01 to 10.0, 
where L and D are the length of the opening (in the direction normal to the parti
tion) and the diameter of the opening, respectively. Four different flow regimes are 
identified as L/D is increased through this range. As a result of the competition be
tween two of these regimes, the exchange flow rate versus L/D relation exhibits a 
peak. The exchange flow rate was found, for all practical purposes, to be indepen
dent of viscosity, enabling a universal correlation between Froude number (dimen-
sionless exchange flow rate) and L/D. The second part of the study was an ex
perimental investigation of the same phenomenon, but with two openings in the 
horizontal partition. Two openings were observed to give rise to three different flow 
configurations involving both one-way and countercurrent flows within the 
openings. 

Introduction 

The consideration of air flow indoors requires an 
understanding of buoyancy-driven fluid motion through aper
tures connecting rooms in buildings. Despite the outpouring 
of research on natural convection, relatively few papers have 
dealt with this type of natural convection problem. In this 
paper fundamental experiments are described on buoyancy-
driven exchange flow through a single opening in a horizontal 
partition that separates two rectangular compartments. The 
area of the opening is small compared with the horizontal ex
tent of the partition so that the major resistance to flow is 
posed by the opening. This paper also presents a limited 
amount of data on exchange flow when two openings 
penetrate the horizontal partition. The density of the at
mosphere (gas) that fills the upper compartment exceeds that 
of the lower compartment. Under conditions of practical in
terest, such as during building fires, the density difference be
tween the two compartments arises partly from the difference 
in composition and partly from the difference in temperature. 
The density difference makes for a buoyancy-driven 
downflow of the heavier fluid from the upper compartment to 
the lower compartment. Since the compartments are sealed, 
mass conservation dictates an upflow of the lighter gas. In the 
case of a single opening, this situation gives rise to an in
teresting countercurrent exchange flow across the opening. As 
will be seen, countercurrent exchange flow is also possible in 
the case of multiple openings. 

The experimental technique described below makes use of 
the fact that salty water is denser than fresh water. This attrac
tively simple choice of materials to represent buoyancy-driven 
gas movement between rooms is valid so long as molecular 
viscosity and thermal diffusivity are not important 
parameters, that is in the limit of purely density-driven flow. 
The effect of viscosity on the fluid exchange rate will be 
discussed and will be seen to be small. The brine-water tech
nique has some advantages over performing a heat transfer ex
periment with gas as the working fluid. There is no need to 
cover the test section with insulation as the density-driven flow 
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is isothermal, and there is no waiting time requirement for 
steady state to be reached. The maximum compartment-to-
compartment density difference ratio Ap/p that can be 
achieved with the brine-water system is approximately 0.2, 
where p is the average density. This corresponds to a gas ex
change rate driven by a temperature difference of 100 K be
tween two rooms when the average temperature is 500 K. 

From a survey of the literature, it appears that the only 
prior papers dealing with vertical buoyancy-driven exchange 
flow between two compartments connected by a single open
ing are those of Brown (1962) and Mercer and Thompson 
(1975). In Brown's experiments air was used as the fluid 
medium and the countercurrent flow through square apertures 
was investigated by imposing a temperature difference be
tween the two compartments. His tests covered ratios of open
ing length (or partition thickness) to the side of the square 
opening, L/S, in the range 0.0825 to 0.66. Brown interpreted 
the countercurrent flow as a heat transfer phenomenon and 
expressed his results in terms of a Nusselt number Nu, versus 
Grashof number Gr, correlation. However, by introducing the 
definitions for Nu and Gr, and canceling viscosity and thermal 
conductivity, his correlation can be re-expressed, for all prac
tical purposes, in the form of a single functional relationship 
between the exchange flow rate and Ap/p, L/S, and S, as 
would be suggested by a balance between the inertia and 
buoyancy terms of Bernoulli's equation. A major result of 
Brown's investigation is that the exhcange flow rates increase 
with increasing L/S. 

Experiments on buoyancy-driven flow through inclined, 
short tubes were reported by Mercer and Thompson (1975). 
The density difference between the two compartments was ac
complished by using brine and water as the working fluids. 
Their experimens with vertical tubes, which are of interest 
here, covered a tube length-to-diameter ratio (L/D) range of 
3.5 to 18. Interestingly enough, the exchange flow rates were 
observed to decrease with increasing L/D. This behavior is op
posite to that observed by Brown and suggests that, for a 
single opening, a maximum exchange flow rate exists at an 
L/D or L/S between 0.66 and 3.5. 

It is also relevant to take note of prior work on exchange 
flow through openings in vertical partitions. Experiments on 

Journal of Heat Transfer NOVEMBER 1988, Vol. 110/885 
Copyright © 1988 by ASME

  Downloaded 16 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



exchange flow through openings of small L/S (windows or 
doors) were reported by Brown and Solvason (1962) and Shaw 
(1971). Shaw also studied combined buoyancy-driven and 
forced air flow across a door in a vertical partition. Buoyancy-
driven flow through a horizontal duct or tube connecting two 
compartments was studied experimentally by Leach and 
Thompson (1975) and by Bejan and Rossie (1981). In the latter 
study the countercurrent flow through the duct was controlled 
by the boundary layers that covered the walls of the compart
ments. Therefore, this study is not directly relevant here. Ex
perimental and theoretical studies of steady-state fire-induced 
flow through a window or door were conducted by Prahl and 
Emmons (1975), Steckler et al. (1982), and Stecker et al. 
(1984). In a later paper by Steckler et al. (1985) the 
brine-water technique was used to model the buoyantly driven 
flow of fire gases within a multicompartment structure. Com
parison of the small-scale experimental results with previously 
conducted fire tests in a full-scale facility demonstrated the 
utility of the brine-water technique in predicting full-scale 
results with hot gases. 

Experimental Apparatus and Procedures 

Most of the experiments were carried out with a single open
ing. The essential features of the experimental apparatus for 
the case of a single opening will be described with the aid of 
Fig. 1. The test unit consists of a large rectangular tank 
fabricated from plexiglass; it is 0.55 m square and 0.762 m 
deep. A horizontal plexiglass partition located 0.33 m above 
the bottom of the tank divides the tank into an upper compart
ment and a lower compartment. At the center of the partition 
there is an aperture whose cross-sectional area is large com
pared with the openings used in the experiments. 

Two types of opening were employed in the experiments. In 
one, the countercurrent brine-water flow was directed 
through a simple orifice, which was constructed by cutting a 
circular hole in a thin metal plate. In the other, the 
brine-water flow passed through a plexiglass tube that was 
bounded by a plexiglass support plate.1 The thin metal orifice 

The tubes are meant to simulate exchange flow between rooms connected by 
stairwells or equipment transfer shafts. 

HYDROMETER 

BRINE 

EXCHANGE-
FLOW TUBE 

D-

56= 

WATER 

Fig. 1 Schematic diagram of the apparatus 

plate or the plexiglass support plate was mounted on the parti
tion. Figure 1 illustrates the tube arrangement. As shown 
there, the centerline of the tube is in alignment with the 
centerline of the aperture cut in the partition. The support 
plate and the partition were pressed together by bolts to pre
vent leaks between compartments. Five round openings of dif
ferent diameters and lengths were fabricated from tubes or 
holes cut in the partition plate. A square orifice also served as 
an opening. The diameters of the round openings were 0.0254, 
0.0339, 0.0437, 0.0445, and 0.0525 m. The length of a side of 
the square opening was 0.0292 m. This combination of orifices 
and tubes resulted in an exchange-flow-path length L that 
varied from 0.015 to 10 opening diameters. Openings with 
L/D < 0.3 were orifices and L for this configuration actually 
corresponds to the thickness of the orifice plate. The L/D > 
0.3 were achieved with tubes or ducts, and L for this geometry 
is simply the tube or duct length. Tests were carried out with 
average brine densities over the duration of a run in the range 
of 1028-1188 kg m~3 The corresponding average density dif-

Nomenclature 

A = flow area of opening PH = 
D = diameter of circular opening Pr = 

(aperture or tube) q = 
D, = eddy diffusivity Q = 

g = acceleration due to gravity 
Gr = Grashof number based on r = 

partition thickness = 
gApL3/(pu) 

J0j = Bessel's functions of zero and R = 
order one S = 

H = level of opening 1 above par
tition in two-opening system / = 

k = wave number tb = 
K = opening entrance and exit 

pressure losses or dimen- u = 
sionless constant in eddy dif
fusivity relation (12) VH = 

L = axial length of opening (parti
tion thickness or tube length) VL = 

n = wave growth parameter at the x = 
brine-water interface Y = 

Nu = Nusselt number based on par
tition thickness a = 

PL = pressure in light fluid <5 = 

pressure in heavy fluid 
Prandtl number = via 
flooding or purging flow rate 
buoyancy-driven exchange 
flow rate 
radial coordinate measured 
from the center of an aper
turelike opening 
radius of circular opening 
length of a side for a square 
opening 
time 
departure time of brine-water 
interface 
velocity of fluid within 
opening 
volume of upper 
compartment 
volume of lower compartment 
vertical location within tube 
mass fraction of less dense 
liquid 
thermal diffusivity 
thickness of partition in two-

V 

Vb 

PL 

PH 

P 

opening system 
density difference = p^ — pL 

location of brine-water inter
face at given time and posi
tion r within aperture 
value of t\ breakoff condition 
amplitude of initial 
brine-water interface 
disturbance 
kinematic viscosity 
density of light fluid 
density of heavy fluid 
mean density = (pH + pL)/2 

Subscripts 

2 = 

pertains to initial conditions 
refers to diffusion zone in 
flow regime HI or opening 1 
in two-opening configuration 
refers to Bernoulli flow zone 
in flow regime III or opening 
2 in two-opening 
configuration 
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Fig. 2 Typical density versus time plot for the heavier upper fluid 
(brine) 

ference ratio range was Ap/p = 0.024-0.17. 
To carry out an experiment, the lower compartment was 

filled with water. The opening (orifice or tube) that penetrated 
the partition was then sealed with a rubber stopper and brine 
was introduced into the upper compartment. The density of 
the brine-filled upper compartment was determined by means 
of a hydrometer. The 0.1 kg m "3 resolution of the hydrometer 
readily accommodated the —10 kg m~3 change of density dur
ing a run. A run was initiated by removing the rubber stopper. 
A countercurrent flow of water and brine was observed within 
the opening. The density of the brine in the upper compart
ment was measured at regular intervals. This was accom
plished by resealing the hole and carefully measuring the 
submergence of the hydrometer. A subsequent hydrometer 
reading was taken after mechanically stirring the brine solu
tion, and this information was used to correct for any 
stratification in the upper compartment. 

The volume rate of flow Q (the exchange rate in m3 s"1) 
from the upper compartment to the lower compartment or 
vice versa in terms of rate of dilution of the brine can be 
shown to be given by (see appendix) 

VH(dpH/dt) 
(1) 

(PH-PL.O)-
V, 

(PH,O~PH) 

where VH and VL are the volume of the heavy liquid (brine) in 
the upper compartment and the volume of the less dense liq
uid (water) in the lower compartment, respectively, pH is the 
density of the brine solution at time t, and pL_0 and pH 0 are the 
densities of the contents of the water- and brine-filfed com
partments at zero time. Thus, to obtain Q, pH was plotted 
against time t and differentiated graphically. 

A typical plot of the brine density versus time, as deter
mined from the hydrometer readings, is shown in Fig. 2. The 
duration of the run (or the total number of hydrometer 
readings) was selected to limit the brine density reduction to a 
linear function of time. A best-fit slope was superimposed 
upon this linear segment of the density-time plot, and the 
volume rate of exchange flow was thus calculated from equa
tion (1). The uncertainty associated with both reading the 
hydrometer and graphically determining ApH/dt was arrived 
at through repeated experiments at fixed initial density condi
tions. The uncertainty in the exchange flow rate 
measurements, as determined in this manner, are about ±10 
percent. 

As was already mentioned, experiments were also carried 
out with two openings in the horizontal partition. The two-
opening configuration studied is presented in Fig. 4. The 

0.16 

IQ. 

< 
m ° ) 0.05 

o o ' 9 / 

EQ. (6) 

0.01 

Fig. 3 Experimental results for countercurrent exchange flow through 
a single opening; see Table 1 for explanation of symbols 

r 
x ^ w w ^ i I K^^ 

T 
Li 

.1 
— | D 2 i — 

OPENING-1 - i or Lo -OPENING-2 

WATER 

Fig. 4 Schematic of two-opening configuration 

discussion of this figure is postponed until the presentation of 
the data for the case of two openings. The experimental pro
cedure was essentially the same as that described in the forego
ing for the single opening, except that each data run began 
with the placement of two rubber stoppers, one in each open
ing. The flow was initiated by removing each stopper 
simultaneously. The flow directions within each opening, 
cocurrent or countercurrent, were readily visible owing to 
refraction effects. A clear turbulent plume is formed by the 
fluid, water into brine or brine into water, just beyond the exit 
planes of the opening. 

Single Opening: Results and Discussion 

Figure 3 has been prepared to illustrate the results obtained 
in the present study of natural convection flow through a 
single opening. Also plotted in Fig. 3 are the heat transfer data 
obtained by Brown (1962) with air as the fluid medium, and 
the brine-water data of Mercer and Thompson (1975). The 
various experimental conditions are tabulated in Table 1. In 
Fig. 3, the volume exchange rate is plotted in the form of a 
dimensionless Froude number, Q/(D5g Ap/p)1/2, as a func
tion of the length-to-diameter ratio of the opening, L/D. For 
the case of square openings the symbol S should replace D in 
the coordinates of Fig. 3. The measured exchange flow rates 
are given in Table 2. 

For a given opening geometry characterized by L/D, a set of 
experiments was performed. Most of the sets involved only 
two experiments, one with Ap/p = 0.04 while in the other 
Ap/p = 0.09. The results of these experiments suggested that 
there exists an influence of the density ratio on the Froude 
number Q/(D5gAp/p)W2, especially at low L/D where an in
crease from Ap/p = 0.04 to 0.09 was observed to give rise to 
modest reductions in the Froude number (~20 percent). Ac-
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cordingly, a few experimental sets were carried out for three or 
four density ratios to quantify better the separate effect of 
Ap/p on the Froude number. Further increases in Ap/p above 
0.09 or, for that matter, decreases below 0.04, were found not 
to lead to significant additional changes in the Froude 
number. Thus it was concluded that no additional density 
parameter is needed to characterize the results. 

As expected from the discussion in the introduction, the 
flow rate attains a maximum at an L/D of about 0.6. At lower 
L/D the flow rate decreases and appears to be tending toward 
a constant value as L/D-~0. At the higher L/D the opposite 
behavior is noted, with the flow rate decreasing with increas
ing L/D. 

We will now attempt to explain the flow behavior that leads 
to the data trends conveyed in Fig. 3. Also, we will provide 
some justification for the dimensionless coordinates used in 
the construction of Fig. 3. It is speculated here that the max
imum in the countercurrent, exchange flow curve reflects a 
competition between an orifice flow regime (or Bernoulli-type 
flow) at low L/D and a process of turbulent binary diffusion 
in the "tube flow regime" at high L/D. One might argue that 
the tube flow regime should be modeled as a viscous 
phenomenon and that the inverse relationship between Q and 
L/D in this regime indicates the importance of wall boundary 
layers. The fact that a maximum is attained at an L/D as small 
as 0.6, however, suggests that a boundary layer model would 
not properly describe the measurements. We will return to this 
issue later on. 

For convenience, the experimental curve shown in Fig. 3 has 
been divided into the following exchange flow regimes: (I) an 
oscillatory exchange flow regime, (II) a countercurrent Ber
noulli flow regime, (III) a regime of combined turbulent 
binary diffusion and Bernoulli flow, and (IV) a region of pure 
turbulent binary diffusion. 

Oscillatory Exchange Flow (Regime I). At very small L/D 
the thickness of the partition is reduced enough so that the 
pressure at the level of the opening is essentially the same in 
both bodies of water. One would suppose, therefore, that in 
this limit there would be no exchange flow through the open
ing. However, in spite of the equalization of pressures at the 
opening in the limit L—0, a layer of denser fluid overlying a 
layer of lighter fluid is unstable and subject to any small, ran
dom disturbances in the system. As a result of this so-called 
"Taylor instability" (1950) some of the lighter water pro
trudes upward through the orifice and some of the denser 
brine protrudes downward. This intrusion of each liquid on 
each other's domain is responsible for the nonzero flow rate in 
the limit L—0. Visual observations revealed upward and 
downward plumes or fingers of fresh and salt water, respec
tively, periodically breaking through the opening. Presumably 
the fresh and salt water plumes appear in the opening 
simultaneously in order to conserve volume in the lower com
partment, although the cycle of the oscillation was too short to 
tell if this was the case with any certainty. Unfortunately, 

Table 1 Symbol key for data plotted in Fig. 3 

Reference 

Present Data 

Present Data 

Mercer & Thompson 

Brown 

Opening 

Round 

Square 

Round 

Square 

D or S,m 

0.025-0.053 

0.029 

0.05-0.2 

0.15-0.3 

Fluid(s) 

Brine/Water 

Brine/Water 

Brine/Water 

Air 

Ap/'p 

0.03-0 

0.024-0 

- 0.1 

- 0.02-0 

17 

15 

09 

Symbol 
Used 
in 

Figure 

o 

a 

X 

I 

there was no support for flow visualization by photographic 
reproduction to be included as part of this study. 

An approximate expression for the motion of the interface 
that separates the brine and water is, as suggested from the 
linearized Taylor-wave theory for a standing-wave perturba
tion in cylindrical geometry, 

ij = r?0en'[70(*/-)-/0(*R)] (2) 
where r\ is the interface displacement relative to the level of the 
opening, r is the radial distance measured from the center of 
the opening, r/0 is the initial disturbance at time t = 0, kis the 
wave number, and n is the growth parameter given by 

'kg Ap\ W2 

-P?) (3) 

This analysis thus presumes a central finger of outer radius in 
the plane of the opening at krl =2.678 and an oppositely 
directed annular ring wave of fluid in the interval rt<r<R, 
where kR = 5.135, as dictated by the condition that the volume 
of the finger equals that of the annular wave. Actually, equa
tion (2) does not satisfy some of the potential flow conditions 
on each side of the interface. We have contented ourselves 
with this form because it has approximately the correct shape 
and it allows fluid volume to be conserved in the lower 
compartment. 

Based on visual observations, it is assumed that the water 
finger "separates" from the opening when its length 
(amplitude) is of the order of the diameter of the opening. 
Therefore, from equation (2), the volume of the finger at 
breakoff is 

f Trr2dri = nDk ['' r2Jt (kr)dr = 0.088D3 (4) 
Jo Jo 

Also, the time necessary for the interface to grow to a height 
equal to the amplitude at breakoff, ij =D, is from equation (2) 

Table 2 Measured buoyancy-driven exchange flows through single 
openings 

Opening 

Square 
Square 
Square 
Square 

Round 
Round 
Round 
Round 
Round 
Round 
Round 
Round 
Round 

Tube 
Tube 
Tube 
Tube 
Tube 
Tube 
Tube 
Tube 
Tube 
Tube 
Tube 
Tube 
Tube 
Tube 
Tube 
Tube 
Tube 
Tube 
Tube 
Tube 
Tube 
Tube 
Tube 
Tube 
Tube 
Tube 
Tube 
Tube 

D(m) 
or 

S(m) 

0.0292 
0.0292 
0.0292 
0.0292 

0.0437 
0.0437 
0.0254 
0.0254 
0.0525 
0.0525 
0.0525 
0.0339 
0.0339 

0.0254 
0.0254 
0.0254 
0.0445 
0.0445 
0.0254 
0.0254 
0,0254 
0.0445 
0.0445 
0.0254 
0.0254 
0.0445 
0.0445 
0.0445 
0.0445 
0.0445 
0.0445 
0.0254 
0.0254 
0.0254 
0.0445 
0.0445 
0.0445 
0.0445 
0.0445 
0.0254 
0.0254 

6 
6 
7 
7 
6 
6 
6 
6 
6 

7 
7 
7 

Urn) 

0.0191 
0.0191 
0.0191 
0.0191 

.55 X 10 

.55 X 10 

.11 X 10 

.11 X 10 

.35 X 10 

.35 X 10 
35 X 10 
35 x 10 
35 X 10 

62 X 10 
62 X 10 
62 x 10 
0.0222 
0.0222 
0.0152 
0.0152 
0.0152 
0.0334 
0.0334 
0.0229 
0.0229 
0.0507 
0.0507 
0.0668 
0.0668 
0.0890 
0.0890 
0.0635 
0.0635 
0.0635 
0.1335 
0.1335 
0.2225 
0.2225 
0.2225 
0.254 
0.254 

4 
4 
4 
4 
3 
3 
3 
3 
3 

3 
3 
3 

PH(kg a ) 

1169.6 
1110.2 
1066.2 
1028.1 

1100.4 
1043.3 
1107.3 
1039.8 
1088.7 
1044.3 
1039.0 
1098.7 
1044.8 

1044.0 
1091.5 
1187.9 
1043.6 
1098.4 
1105.4 
1052.3 
1049.7 
1040.6 
1089.5 
1048.3 
1105,5 
1048.5 
1089.6 
1052.0 
1101.9 
1101.0 
1051.5 
1044.6 
1093.6 
1087.8 
1047.3 
1100.4 
1083.3 
1093.0 
1045.3 
1098.0 
1044.4 

Ph(kg m" ) 

1007.2 
1003.7 
1003.9 
1003.5 

1004.6 
1003.9 
1002.8 
1005.1 
1006.0 
1003.3 
1008.5 
1005.3 
1004.8 

1003.1 
1003.5 
1004.4 
1003.5 
1008.1 
1004.4 
1004.2 
1006.9 
1005.0 
1007.1 
1003.7 
1004.5 
1004.4 
1004.7 
1005.0 
1006.7 
1006.1 
1004.5 
1006.9 
1001.5 
1007.3 
1002.8 
1003.8 
1012.3 
1002.5 
1006.3 
1004.0 
1001.8 

Q(m3s"1) x 106 

17.61 
17.09 
12.82 
7.27 

18.78 
14.47 
5.36 
3.62 

29.75 
25.15 
20.55 
10.73 
8.75 

5.46 
7.33 

10.55 
25.56 
33.99 
8.39 
6.55 
5.57 

21.48 
33.27 
5.63 
8.12 

24.31 
31.42 
22.72 
29.21 
24.61 
18.61 
3.60 
5.27 
4.50 
13.82 
18.81 
10.40 
11.30 
5.40 
1.40 
1.11 
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h = 
1 

In 
D 

(5) 
n Vo 

The ratio of the finger departure amplitude to the initial 
disturbance ij0 is assumed to be a constant and the term 
ln(Z)/ij0) is taken to be a constant of proportionality between 
the growth parameter n and the interface breakoff time tb. 
Lewis' (1950) classical experimental results on Taylor instabili
ty show that when the interface attains an amplitude of the 
order of ln(?;/r)0) — 5 it rapidly changes from a wave form into 
fingers of one of the fluids penetrating into the other. Since 
the brine-water interface takes on the appearance of a finger 
just before it pinches off the fluid protruding through the 
opening, it seems reasonable to conclude that ln(Z>/)j0)~5. 
The volume exchange rate is the product of l/tb and the 
volume of the finger at tb, or from equations (3) and (5) and 
the fact that k=5.135/R 

Q= — =0.04(D5gAp/p)W2 (6) 
h 

This prediction is only slightly below the data in the 
oscillatory exchange flow regime (see Fig. 3). Of course, this 
agreement between theory and experiment is not conclusive 
because of the more or less arbitrarily selected values of the 
size of the departing fluid finger and ?J/?J0 at departure. Never
theless, the constant Froude number result tends to support 
the validity of the Taylor-wave mechanism of fluid exchange 
at very low opening L/D. 

Bernoulli Flow (Regime II). An examination of Fig. 3 and 
Table 1 reveals that the exchange flow data with air reported 
by Brown (1962) lie within or just outside flow regime II. The 
vertical bars shown in Fig. 3 represent the range of measured 
volumes for each opening L/S. Brown correlated his net heat 
flow data through square openings in the form of a Nusselt 
number correlation. By simply introducing the definitions for 
Nu, Gr, and Pr (see nomenclature), the flow Froude number 
can be expressed in terms of these quantities as 

Nu 
(S5gAp/i>y PrGr1 •(4-) (V) 

Brown reported Nu/Pr and Gr numbers for each L/S in
vestigated in his experiments. This information, together with 
equation (7), was used to plot the results of his heat transfer 
tests in Fig. 3. 

From Fig. 3 it will be noted that agreement of the heat 
transfer data with the brine-water data is fairly good, but that 
the brine-water results are somewhat lower than the air data. 
The reason for the discrepancy is simply due to the difference 
in opening geometry—square openings in Brown's work ver
sus mostly round openings in the present study. A few ex
periments were made to measure the brine/water exchange 
flow through a square opening of _L/S = 0.65. The results, 
shown as square data points in Fig. 3, are very similar to the 
air data of Brown when plotted as Froude number against 
L/S. Thus, whether dealing with liquid or gas, the experiments 
give rise to exchange flow rates that lie within the scatter of the 
experimental data. It would appear from Fig. 3 that the range 
of L/D covered in Brown's experiments is just short of what is 
required to observe the peak in the Q versus L relation. 

If the opening is square, having a side of length S, then D in 
Fig. 3 should be viewed as the diameter that a round opening 
would attain if it had the same area as the square opening, 
namely 

D = J 5= 1.128 S 
IT 

(8) 

round and square opening data together in Fig. 3 is found to 
be 

£>=! . ! S (9) 

Brown developed an expression for inviscid exchange flow 
by applying Bernoulli's equation and assuming that the 
pressure losses are due entirely to entrance and exit losses. His 
analysis shows that the speed of either fluid at the opening is 

- ( - p ' 
(10) 

based on a pressure loss of 1/4 pu2 at the entrance and 1/2 pu2 

at the exit of the opening. Brown converted equation (10) into 
a heat transfer correlation by introducing the Nusselt, 
Prandtl, and Grashof number definitions. Here we simply 
convert equation (10) into an expression for the exchange flow 

Q = - ^ - - ^ - « = 0.23 (D5gAp/py/2(L/D)W2 (11) 

Figure 3 compares the data with the theoretical prediction 
.and with a line (dashed) with the Froude number equal to 0.64 
times its theoretical value. Since the condition of the liquid 
flow at the opening is observed to be unstable and since some 
interchange of brine and water must take place at the opening, 
both of which the theory does not account for, the absence of 
a perfect match between equation (11) and experiment is 
understandable. The Q~ (L/D)1/2 behavior appears to repre
sent the data in regime II reasonably well, although the ex
perimental accuracy of the data is not sufficient to determine 
the effect of the term L/D with great accuracy. 

Turbulent Diffusion (Regime IV). The progress of each 
liquid into the other was observed to be much slower in ver
tical tubes with large L/D (regime IV) than in the other three 
regimes investigated. The countercurrent flow within the tube 
appeared to comprise packets of water and packets of brine 
and the motion of the packets was chaotic and random in ap
pearance. This violent motion was observed for some time 
after the tube was sealed with a rubber stopper. Kubie studied 
the rate of advance of two initially separated liquids in a tube 
closed at each end and observed similar fluid motions. This 
unpublished work was referenced by Gardner (1977) who 
viewed the process as one of turbulent diffusion. He 
postulated that the turbulent liquid-liquid diffusivity D, must 
be the same as that proposed by Baird and Rice (1975) for cor
relating axial dispersion data in bubble and liquid-liquid spray 
columns; namely, 

D^KiuL^gAp/p)1 (12) 

where K is a constant to be determined from experiment. 
If u designates the average flow (superficial velocitiy) of, 

say, the lighter liquid of mass fraction Y at vertical location x 
within the tube, then 

Since 

u= -D, 

BY 

dY 

~dx~ 

dx 

1 

and the volume flux of water is 

Q = 
•KD2 

(13) 

(14) 

(15) 

we therefore find that by eliminating D, between equations 
(12) and (13) the flux of water through the tube is 

The actual value of the effective diameter that best brings the Q- Ki/2(D5gAp/p)w2(L/D)- (16) 
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This result, first obtained by Gardner (1977), is plotted in Fig. 
3 with K= 0.55. (Baird and Rice (1975) recommended K= 0.35 
for correlation of bubble column data.) The measured rates 
are in approximate agreement with the function 
Q~ (L/D) -V1 for large L/D but do not follow this form as 
L/D is decreased. It would appear that a useful next step in the 
theory is to link the Bernoulli and turbulent diffusion ap
proaches, and this is the subject of the next section. 

Before leaving this section on regime IV, it is worth noting 
that Mercer and Thompson's (1975) results fall within this 
regime and pertain to the exchange flow of brine and water in 
rather large diameter tubes (see Fig. 3 and Table 1). The fact 
that their data and the present data are very well correlated by 
the Froude number shows that there is negligible Grashof 
number dependence, and that the countercurrent flow through 
tubes or ducts with L/D at least as large as 10 can, indeed, be 
treated as inviscid. 

Combined Turbulent Diffusion and Bernoulli Flow (Regime 
III). To explain the trend of the data in regime III, the 
countercurrent exchange flow domain of length L is divided 
into two subdomains by a mixing front of nominal thickness 
small compared to L. The lighter and heavier fluids within 
zone 1 are assumed to be unmixed and the exchange flow 
within this zone is well represented by the corrected form of 
Bernoulli's equation, equation (11). In zone 2 the two liquids 
are well mixed and the exchange flow takes place by turbulent 
binary diffusion, as represented by equation (16). It is 
recognized that the division of the flow into unmixed and 
mixed zones is, to say the least, an oversimplification. The 
complete conditions within the exchange flow opening (tube), 
especially with respect to the inflows and outflows of the 
heavier and lighter fluids, are complex, and the exact nature of 
the flow must remain a matter for speculation. The chief test 
of the appropriateness of the theoretical approach will be the 
correct trend of the Froude number with respect to L/D. A 
three-zone model with two Bernoulli flow zones, one at each 
end of the tube, and one central diffusion zone may appear to 
be more valid than the two-zone model proposed here. 
However, since two identical Bernoulli-flow zones must be 
assumed in order to reduce the number of unknown quantities 
and close the problem, the two-zone model can be shown to be 
equivalent to the three-zone model. 

As discussed above, the exchange flow in zone 1 is given by 

Q = 0.147(Z35gA/Ol/p)1/2(Z,,/£))1/2 (17) 

where Apt is the density " jump" across Lx, the length of zone 
1. The numerical coefficient 0.147 is required to bring experi
ment and theory together in region II. Recall that equation 
(17) is the corrected version of equation (11) and is represented 
by the dashed curve in Fig. 3. 

The exchange flow rate within the diffusion zone (2) must 
also equal Q, and equation (16) with K=0.55 provides the 
relation between Q and L2 and Ap2 

Q = 0.32(DsgAp2/p)l/2(L2/Dr^ (18) 

The total length of the exchange flow path and the total densi
ty change are given by summing Lx and L2, and Ap, and Ap2> 
respectively 

L=LX+L2 (19) 

Ap = Ap,+Ap2 (20) 

Eliminating Ap[ and Ap2 between equations (17), (18), and 
(20) yields 

Q 0A47(LX/D)1 

On the assumptions that Lx/D is constant and is the length-to-
diameter ratio corresponding to the intersection of flow 
regimes II and III in Fig. 3 and above which mixing of the two 
opposing "Bernoulli streams" becomes pronounced, the 
magnitude of Lx/D can be estimated. In other words, Lx is 
regarded as an entrance length for the diffusion zone 2. Based 
on Fig. 3 we estimate that Lx/D — 0A. Introducing this value 
and equation (19) into equation (21) gives the sought result for 
the exchange flow rate in regime III; that is 

G 0.093 
~ = (22) 

(D5gAp/p)[n [1+ 0.084 (L/D -0 .4) 3 ] 1 / 2 

The comparison of equation (22) with the measured exchange 
flow rates in regime III shows rough agreement as to trend, 
with the data being somewhat lower than the predictions. A 
more detailed treatment, including the effects of finite mixing 
rates, may be required to rationalize the observed reduction in 
Froude number with L/D ratio. 

Empirical Correlation of Data. The theory together with 
the experimental results presented in the foregoing suggest 
that viscous effects are small and, therefore, the volume ex
change rate Q is appropriately expressed in terms of the 
Froude number Q/(D5gAp/p)[/2, and that the Froude number 
is only a function of the length-to-diameter ratio of the open
ing. An additional, purely empirical correlation for the ex
change flow rate was computed over the entire range of L/D 
investigated. The result is 

Q 
(D5gAp/pY 

0.055[1+400(.L/Z>)3 

(D'gAp/p)' 

••<••"&)(£)'] 
1/2 

(21) 

[1 +0.00527(1 +400(L/D)y/2((L/Df + 117(Z,/£>)2)3/4]1/3 

(23) 

It can be shown by reference to a plot that the data presented 
in Fig. 3 are equally distributed on either side of the curve cor
responding to equation (23). 

The parameter ranges covered in the experiments are 

0 . 0 K L / Z X 2 0 and 0.025 <Ap/p<0.17 

but the equation should be correct for higher values of Ap/p. 
Equation (23) should prove useful in computer-coded analyses 
of the natural convection flow in actual buildings. Again, 
while the above correlation is based mainly on data with round 
openings, the evidence suggests that equation (23) can be ap
plied with reasonable accuracy to square openings of 
characteristic dimension S (length of a side) by making the 
identification D=l.l S. 

Multiple Openings: Results and Discussion 

The buoyancy-driven exchange flow pattern between two 
compartments separated by a horizontal partition with multi
ple openings is, under certain conditions, complex. In this sec
tion we discuss the exchange rates observed with a partition 
penetrated by two openings. 

Flow Configuration. Experiments for two openings in a 
common partition were conducted in the rectangular tank 
described previously. The geometric configuration of the 
openings is shown in Fig. 4. One of the flow paths connecting 
the two compartments, labeled opening 1 in the figure, was a 
tube of diameter Dx and length Lx, whose lower end was flush 
with the lower surface of the partition. The upper end of open
ing 1 extended a distance H into the heavier liquid in the upper 
compartment. An opening of circular cross section served as 
the other flow path and is denoted by opening 2. Opening 2 
was fabricated by simply drilling a hole through the partition, 
so that L2 is equal to the thickness of the partition 5. The 
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openings were separated by a distance of approximately 0.15 
m. The effect, if any, of the spacing between openings was not 
explored in the present study. 

Unlike the case of a single opening, the flow through each 
opening in a multiple opening system may be unidirectional 
and form the convective loop illustrated in Fig. 5(a). On the 
other hand, simultaneous unidirectional flow and countercur-
rent (bidirectional) flow may occur, as illustrated in Fig. 5(b). 
These two flow configurations were observed during the ex
perimental investigation. It is relevant to note that the bidirec
tional flow shown in Fig. 5(b) is different from that en
countered in a system with only one opening in that in the 
former case the upward flow rate is not equal to the downward 
flow rate. With downward unidirectional flow occurring in 
opening 2, continuity demands that the upward flow exceed 
the downward flow within opening 1. It is apparent from this 
study and from closely related work reported in the literature 
(see below) that the flow within any opening of a multiple 
opening system may be bidirectional if the unidirectional flow 
established throughout the system is not high enough to arrest 
the opposing flow in the opening. In other words some 
minimum unidirectional, "purging" or "flooding" velocity is 
required to prevent countercurrent flow within the opening. In 
the flow configuration shown in Fig. 5(a) the strength of the 
unidirectional convective loop is sufficient to prevent the 
downward flow of heavier liquid into opening 1 and the up
ward flow of lighter liquid into opening 2. In the situation 
depicted in Fig. 5(b), however, the loop flow is not strong 
enough to oppose the downward movement of heavier fluid at 
opening 1. In some cases the unidirectional convective loop 
may be too weak to prevent bidirectional flow at both open
ings. This situation was observed with two orifices (i.e., / / = 0 
in Fig. 4) and is illustrated in Fig. 5(c). 

Unidirectional Flow and the Flooding Velocity. The 
forced flow of brine in horizontal and vertical ducts in opposi
tion to the buoyancy-driven flow of fresh water was in
vestigated experimentally by Leach and Thompson (1975) and 
by Mercer and Thompson (1975), respectively. They 
demonstrated that it is possible to form a wedge of water, with 
zero net flow rate, on the inside surface of the duct by flowing 
brine through the duct. Indeed, at high brine velocities the 
water was entirely prevented from entering the duct. In a 
system with more than one opening the countercurrent flow in 
one or more of the openings may be suppressed without fluid 
being supplied from an external source. The natural one-way 
flow pattern established in such a system by the gravitational 
head may, in magnitude, be more than what is required to pre
vent countercurrent exchange at an opening. The gravitational 
head for the system shown in Fig. 4 is ApgLx. An expression 
for the exchange flow rate for the one-way flow configuration 
illustrated in Fig. 5(a) can be obtained by application of the 
Bernoulli equation. 

For the upward flow through opening 1, we have 

-P»,= 
1 

PL"I + 
* i 

PLu\+PLg(H+S) (24) 

where PL is the pressure beneath the openings, PHA is the 
pressure above opening 1, ux is the fluid velocity within open
ing 1, and Kx is the loss coefficient for the entrance flow into 
opening 1. The first term on the right-hand side of the above 
equation is the loss due to the re-entrant flow from opening 1. 
The Bernoulli equation applied to opening 2 gives 

PH,I ~ PL — 
1 

' P//«2 + 
K 

— PH"1 - PH8 (25) 

where PHi2 is the pressure above opening 2, u2 is the 
downward directed velocity within opening 2, and K2 is the 
loss coefficient for the entrance flow into opening 2. The ver
tical pressure difference in the upper fluid is 

N \ W ^ ^ J 
( a ) UNIDIRECTIONAL FLOW WITHIN / • 

BOTH OPENINGS 

N ^ M ^ . ^ ^ m ^ f MS» 

s] (b ) B ID IRECTIONAL FLOW WITHIN 
OPENING 1 AND UNIDIRECTIONAL 
FLOW WITHIN OPENING 2 

<>mm^ i k^w^mj î mv r\ 
( c ) B IDIRECTIONAL FLOW WITHIN BOTH OPENINGS 

Fig. 5 Illustration of observed flow configurations with the two-
opening system 

H,\ --PHgH (26) 

Substitution of equations (24) and (25) into (26) results in 

-i-pL(l+*,)«?+ J - pH(\+K2)ul = (pH-pL)gLl (27) 

Denoting the unidirectional flow rate by the symbol Qu and 
assuming no net volumetric flow to each compartment, we 
have 

Qu=Ai ux=A2 u2 (28) 

Assuming that the entrance flow loss coefficients for openings 
1 and 2 are the same and are equal to 1/2, equation (27) 
becomes 

Q„ = 1.15 
A\ g Ap Lx 

LPL+PH «r): 
(29) 

It is important to note that equation (29) cannot be used when 
the exchange flow through one or both of the openings is 
strongly bidirectional (see below). The experimental results 
presented below show that the functional form of equation 
(29) is probably correct but that the coefficient is too great. 
Apparently additional contractions and losses reduce the ex
change flow to about 70 percent of the theoretical. Thus, the 
final corrected form of equation (29) is obtained by replacing 
the coefficient 1.15 with 0.805. Recall that a similar correction 
factor was required to bring the Bernoulli equation (11) into 
line with the data for countercurrent exchange flow through a 
single opening. 

A total of nine experiments were performed with two open
ings. In Experiments 1-8, Lx and Dx were fixed and the ratio 
Ax/A2 was varied systematically by making use of different 
opening 2 diameters. These experiments were designed to 
observe the flow transition from bidirectional to unidirec
tional flow within opening 1 as D2 was increased and, 
therefore, as the unidirectional flow was increased. A final ex
periment (9) was conducted in which the lengths of the two 
openings were identical and equal to the thickness of the parti-
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Table 3 Measured buoyancy-driven exchange flows through two 
openings 

Expt . 

No . 

1 

2 

3 

4 

5 

6 

7 

8 

9 

0 

0 

0 

0 

0 

0 

0 

0 

0 

D 
1 

(m) 

0445 

0445 

0445 

0445 

0445 

0445 

0445 

0445 

0525 

0 

0 

0 

0 

0 

0 

0 

0 

0 

D 
2 

(m) 

0127 

0191 

0294 

0353 

0385 

0445 

0516 

0643 

0127 

(1) 
L 
1 

(m) 

0.0231 

0.0231 

0.0231 

0 .0231 

0.0231 

0.0231 

u.0231 

0.0231 

0.00635 

P 
H 

(kg m" ) 

1114 

1110 

1117 

1115 

1117 

1110 

1112 

1115 

1136 

\ 
-3 

(kg m ) 

1011 

1011 

1012 

1012 

1008 

1013 

1009 

1012 

1010 

Flow 

Regime 

(see Fi 

(b) 

<b) 

(b) 

(b) 

(a) 

(a) 

(a) 

(a) 

(c) 

g. 5) 

(2) 

(2 ) 

6 
Q X 10 

3 -1 
(a s ) 

Expt'1 

43.8 

43 .0 

76 . 9 

96 .7 

101 .2 

127.5 

148 . 5 

184 .0 

36 . 3 

6 
Q x 10 

3 -1 
(m s ) 

E q. 23,3» 

37.8 

37.2 

38 .1 

38 . 5 

38 . 9 

36 .7 

-

-
(4 ) 

39.1 

6 
Q X 10 

3 -1 
(m s ) 

Eq. 29 

14.7 

32. 1 

73 . 5 

97.3 

113 . 2 

127.0 

149 . 3 

169 .6 

8 .5 

( 1 ) 
0 . 0 0 6 3 m. 

Uns table flow. 

Based on isolated bidirectional flow within opening 1. 

(4) 
Based on isolated bidirectional flow within each opening. 

tion (i.e., H=0). If a unidirectional flow existed in this experi
ment it was too weak to be detected visually. The flow through 
each opening was bidirectional and appeared to act in
dependently as if the other opening was not present (see Fig. 
5c). 

Table 3 has been prepared to convey the results obtained 
from the experiments with two openings and to compare these 
results with the exchange flow rates predicted with equations 
(23) and (29). The table should be used along with Fig. 5 to aid 
in visualizing the flow configuration observed in each experi
ment. In Experiments 1-4 the flow within opening 1 was 
definitely countercurrent although increases in the diameter of 
opening 2 led to progressively increasing unidirectional flow 
strengths. An examination of the last three columns of Table 3 
shows that equation (23) applied to opening 1 is in closer 
agreement with the exchange rates recorded in Experiments 1 
and 2 than the predictions obtained with equation (29) for 
one-way flow through each of the openings. This indicates 
that countercurrent flow through opening 1 was the major 
contributor to the exchange flow in these experiments for 
which A2/Al«.l. The measured volumetric exchange rates in 
Experiments 3-8 are in good agreement with equation (29) for 
one-way flow. It should be noted that countercurrent flow 
within opening 1 was observed in Experiments 3 and 4. Ap
parently the countercurrent exchange rates were not high 
enough to be significant and were nearly completely purged by 
the one-way flow superimposed on the system. This suggests 
that the ,4 2/^1 parameter regime in which both one-way and 
countercurrent flow contribute significantly to the overall ex
change rate is rather narrow. 

The flow observed within opening 1 in Experiments 6 and 7 
can best be described as unstable unidirectional flow. The flow 
was generally upward with periodic pulses of downward 
heavier fluid. This condition represented a boundary between 
the cocurrent flow observed in Experiments 1-4 and the pure 
unidirectional flow observed in Experiments 7 and 8. Based on 
the measured flow rate in Experiment 6, we conclude that the 
critical flow rate q above which the heavier fluid is prevented 
from entering opening 1 is, in dimensionless form 

(D5gAp/p)1 = 0.32 (30) 

Interestingly enough, by invoking the approximation p — pi 
in equation (30) we recover the flooding correlation of Wallis 
(1969) for the critical gas velocity required to force liquid up 
and out of a vertical tube. If, indeed, the transition from 
bidirectional to unidirectional flow is a flooding phenomenon, 
that is a wedge of stationary fluid held in place by lighter or 
heavier fluid flowing over it, the substitution p=pL should be 
made so that equation (30) truly expresses a balance between 
inertial forces in the lighter fluid and buoyancy. However, the 
difference between p and pL for the brine-water system is too 
small to warrant an examination of the influence of the densi
ty ratio on the critical water velocity. 

While equation (30) is probably a valid criterion for 
flooding in buoyancy-driven exchange flow, it would seem 
reasonable to perform additional experiments to see what hap
pens when L/D is varied over a wide range, especially at very 
small L/D. Equation (30) predicts bidirectional flow in open
ing 2 of Experiments 7 and 8. This contrasts with the unidirec
tional flow that was observed within this opening of 
L/D = 0.1. 

Conclusions 
An experimental program of buoyancy-driven exchange 

flow through small openings in horizontal partitions has been 
carried out in order to deepen our understanding of the 
character of air flow within buildings. Attention has been 
focused mainly on the bidirectional exchange flow between 
compartments connected by a single opening. These results are 
of immediate utility. The limited set of experiments with two 
openings showed that both unidirectional and bidirectional 
flow patterns are possible. Initial indications are that a 
flooding mechanism accounts for the transition between one
way and countercurrent flow in an opening, much as has been 
observed in vertical two-phase flows. Further measurements 
will be required to determine the rules that govern the flow 
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patterns and exchange rates between compartments separated 
by a horizontal partition with more than one opening. 
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A P P E N D I X 

Equation (1) was obtained as follows: Mass balances on the 
brine and water compartments give 

VH^T=-QPH + QPL (Al) 

VL-^=-QPL + QP„ (A2) 

Solving equation (Al) for Q yields 

Q= ^ - ^ (A3) 
PH-PL 

Adding equations (Al) and (A2) and integrating the result 
from the initial densities pHfi and pL 0, we obtain 

VH(pH-pHfi)+VL(pL-pLfi) = 0 (A4) 
Equation (1) is then derived by solving the above expression 
for pL and substituting the result into equation (A3). 
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Natural Convection Heat Transfer 
of Cold Water Within an Eccentric 
Horizontal Cylindrical Annulus 
Natural convection heat transfer of cold water, encompassing a density inversion, 
within an eccentric horizontal annulus made of two isothermal cylinders, is 
numerically studied via a finite difference method. Numerical results have been ob
tained for an annular radius ratio 2.6 with Rayleigh number ranging from 103 to 
106, the inversion parameter being 0.0 to 1.0, the eccentricity varying from 0 to 0.8, 
and the orientation angle of the inner cylinder between 0 and -w. Results indicate that 
the flow patterns and heat transfer characteristics are strongly influenced by the 
combined effect induced by the density inversion of water and the position of the in
ner cylinder of the annulus. For the cases considered in the present study, a 
minimum in heat transfer arises with the inversion parameter between 0.4 and 0.5 
depending primarily on the position of the inner cylinder. 

Introduction 
The problem of natural convection heat transfer in the an

nulus between two horizontal cylinders is of fundamental im
portance due to its association with numerous practical ap
plications of current engineering interest. Common examples 
of applications are found in energy conversion systems, ther
mal energy storage systems, cooling of electronic systems, 
underground electric transmission lines, and many others. As 
a result, a considerable number of theoretical and experimen
tal studies have been conducted to investigate the effect of the 
various parameters on the heat transfer process. A com
prehensive literature review on the subject was given by Kuehn 
and Goldstein (1976); a more up-to-date extensive 
bibliography can be found in the paper of Rao et al. (1985). 
Previous studies were concerned with natural convection in 
annuli filled with a Boussinesq fluid (which has a linear rela
tion between fluid density and temperature), which is valid for 
most fluids. However, for cold water at temperature near the 
freezing point, a well-known nonlinear density inversion 
phenomenon exists such that the maximum density occurs at 
about 4°C. Due to the effect of density inversion, the natural 
convective motion in cold water is developed in a considerably 
complicated manner. Moreover, in view of the fact that 
natural convection of cold water plays an important role over 
a wide range of occurrences in nature and technology, many 
studies on natural convection heat transfer of cold water with 
density inversion have been performed. 

Seki et al. (1975) investigated experimentally the natural 
convection of water with density inversion in a horizontal con
centric cylindrical annulus. The inner cylinder was maintained 
at 0°C while the temperature of the outer cylinder was kept at 
various temperatures above 0°C. They reported the ap
pearance of bicellular flow patterns in the annulus, and that 
the average heat transfer coefficient exhibited a minimum 
value when the two counterrotating eddies were of approx
imately the same size. Recently, theoretical studies on the 
similar problem of Seki et al. (1975) have been carried out by 
Nguyen et al. (1982) and Vasseur et al. (1983) by means of per
turbation and finite difference methods, respectively. 

The present study originated primarily while investigating 
the natural convection of molten water during melting of ice 
around a heated cylinder. Specifically, natural convection of 
cold water, encompassing a density inversion, within an eccen

tric horizontal cylindrical annulus, is studied numerically via a 
finite difference method. The eccentric annulus is transformed 
in the radial coordinate direction such that a regular computa
tional domain can be obtained. The primary objective of the 
present numerical study is to analyze the effects of eccentricity 
and orientation of the inner cylinder on natural convection 
heat transfer of cold water in a cylindrical annulus. 

Problem Formulation 

Figure 1 illustrates schematically the physical problem of 
steady natural convection of cold water within an eccentric 
horizontal annulus made of two isothermal cylinders of radius 
r0 and /•,-, respectively. The outer and inner cylinders are kept 
at different temperatures T0 and 7*,- (!r,> ro) , respectively. A 
mathematical formulation of the problem is made in cylin
drical coordinates with the origin at the center of the inner 
cylinder. The following assumptions are made: 

1 The water is a Newtonian fluid. 
2 The fluid motion is two-dimensional and laminar. 
3 The physical properties of water, except density, are 

temperature-independent and evaluated at the mean 
temperature Tf = (TB + T,)/2. 

4 The Boussinesq approximation is employed such that 
the variation of density with temperature can be neglected ex
cept for the buoyancy force terms. 

5 The viscous dissipation is negligible. 
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AIAA/ASME Thermophysics and Heat Transfer Conference, Boston, 
Massachusetts, June 2-4, 1986. Manuscript received by the Heat Transfer Divi
sion March 18, 1986. Keywords: Enclosure Flows, Natural Convection. Fig. 1 Schematic representation of the physical problem 

894/Vol. 110, NOVEMBER 1988 Transactions of the ASME 
Copyright © 1988 by ASME

  Downloaded 16 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



To account for the density inversion effect of cold water, 
the following density relation of water, proposed by Gebhart 
and Mollendorf (1977), is employed: 

p(T)=p„,[l-rsp \T-Tm\*) (1) 

where p,„ = 999.9720 kg/m3, rsp = 9.297173 x l O ^ C C ) - " , 
Tm = 4.029325°C, and g = 1.894816. 

In dealing with the irregular solution domain of the eccen
tric annulus, applicable mathematical techniques include the 
bipolar coordinate transformation (Wood, 1957; Pepper and 
Cooper, 1983) and the radial coordinate transformation (Yao, 
1980; Ho and Viskanta, 1984). In view of the inherent restric
tion that a perfectly concentric annulus is not possible using 
bipolar coordinates, the radial coordinate transformation is 
adopted in the present paper and a new radial coordinate is 
defined as 

n = (r-R,)/(F^)-R,) (2) 

where F(4>) denotes the radial profile of the outer cylinder 
measured from center of the inner cylinder and is given as 

FW = [R2
0 - e2 sin2 (</ .»]* - e cos (</.» (3) 

Consequently, the eccentric annulus is mapped into a unit cir
cle. The normalized governing equations and boundary condi
tions in the transformed plane can be written in terms of the 
stream-function vorticity formulation as follows: 

V2i/< = -co (4) 
3>j / dip 3co d\j/ dco' 

= PrV2co 
d<t>/ </>„/' dr \ d<t> dr, dr, 

+ PrRaj [cos <j>g sin (<£„<£) + s i n <j>g cos W>0</>)] 

sin <t> sin (</>»] - $ - 4~ Iff - 0„ \" + [cos 4>g cos (</>» 
3/- dr] 

where 

1 

id(t> 

i 

I 6 » -

dr] 

em\q 

(It 

dr] 
+ dcj> 

3d 

d 

dr, 

d\l> 

• \e 

dd < 

'•]} 

4>0r dr V d<j) dr] dr] d<j> 
= V 2 

dr] 

~~dr~ 

1 

F-R, 

— I J dF dr] 

d<t> ~ F - R j ~~d$~ 

(5) 

(6) 

(7a) 

(lb) 

d2r, 

d<t>2 

dr,\2 

- 1 / d2F „ dr, dF 

F-R: V 
+ 2-

3</>2 ' 3<j> d<f> 

1 dr, \2~\ d2 2 dr, d2 

V ~V\dr) +\d>nr 3d>) Idr,2 + 

1 d2 1 d2r, 1 d 

(<t>0rY 3 0 2 

subject to 

( / ) F o r 4> = 0 o r TT, 

80 

(7c) 

4>0r d(j> / J dr,2 ((j>or)2 3</> dr,d(j> 

[" 1 dr, 1 dlr, 1 . 
+ \77"~dT+ (<hnr)

2 ~W\!h ad) 

4> = 0or\; —— = \p = w = 0 
d(f> 

d\b 
»J = 0; 8=1, + = -f- = 0 

or, 

d\b 

or, 

(ii) For0<<j>g<ir, 

fl(ij,0 = O) = e ( i j , 0 = l ) 

tf(lJ,0 = O) = tfO,,0=l) 

u(r,,4> = 0) = w(r,,(t>=l) 

d\b 
V = 0; 8=1, ^ = ^ = 0 

or, 

d\b 
i j= l ; 0 = 0, ^ = ^ - = 0 

(8a) 

(86) 

(8c) 

(9a) 

(96) 

(9c) 

(9d) 

(9e) 
3?) 

It should be noted that the adoption of the boundary condi
tions of 4/(r] = 0) = i/-(5j = 1) = 0 in equations (9d) and (9e), 
which preclude the occurrence of a net circulating flow around 
the inner cylinder, is based on experiments done with eccentric 
annuli (Kuehn and Goldstein, 1978). 

An inspection of the foregoing governing equations and 
boundary conditions, equations (4)-(9), reveals that the 
governing parameters for the present problem include the 
Rayleigh number Ra, the radius ratio r0/rh eccentricity e, the 
orientation angle of the inner cylinder 0g , formed by the line 
joining the centers of the inner and outer cylinders and the 
gravitational direction, and the inversion parameter 8„,. 

In addition to the flow field and temperature distributions, 

N o m e n c l a t u r e 

e = 
F+ = 

g = 
Lr = 
Nu = 
Pr = 

<7 = 
/•+ = 

r = 

Ra = 

R; 

specific heat 
eccentricity R0 = 
radial profile of outer cylinder 
dimensionless radial profile of rsp = 
outer cylinder = F+ /Lr T = 
gravitational acceleration a = 
radius gap = (r0 - r,) e = 
overall Nusselt number 
Prandtl number = via r] = 
coefficient of density relation 8 = 
radial coordinate 
dimensionless radial coor- 8m = 
dinate = r+ /Lr 
Rayleigh number = rsp v = 
gL/- 3 CT, . - r 0 )V{aKl-rsp p = 
\Tf-Tm\")) 4>+ = 

radius of inner cylinder $ = 
dimensionless radius of inner 
cylinder = r,/Lr 4>g = 
radius of outer cylinder 

dimensionless radius of outer 
cylinder = r0/Lr 
coefficient of density relation 
temperature 
thermal diffusivity 
dimensionless eccentricity = 
e/Lr 
radial coordinate 
dimensionless temperature = 
iT-T0)/(J,-T0) 
inversion parameter = 
(Tm-T0)/(Tt-T0) 
kinematic viscosity 
density 
angular coordinate 
dimensionless angular coor
dinate = 0 + / 0 o 

orientation angle of inner 
cylinder 

4>0 = 

^ = 
+ = 

V = 

angular range of solution do
main = 7T Or 27T 
stream function 
dimensionless stream function 
= \p+/a 
vorticity 
dimensionless vorticity = 
L2o>+ / a 
Laplace operator in trans
formed plane 

Subscripts 

/' = inner cylinder surface 
m = physical properties of water at 

4.029325 °C 
/ = physical properties of water at 

film temperature 
o = outer cylinder surface 
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the physical quantities of primary interest are the overall 
Nusselt numbers at the inner and outer cylinder, which are 
defined as follows: 

Nu0 = log(/0/7", 

Nu, = log(ro/r;)j0 
dr dij ,=o 

R,d<t> (10a) 

1 dF\2 

L \<b„F d<t>J 
* 3ij 3d 

dr dr] i = i 
Fd<f> (106) 

Numerical Method 
The system of equations (4)-(7) together with the boundary 

conditions, equations (8) and (9), was solved numerically via a 
finite difference method. The solution of the system of steady 
equations was obtained by using a pseudotransient formula
tion approach in which a fictitious transient term was in
troduced to each equation (Peyret and Taylor, 1983). The 
governing equations were then discretized by employing cen
tral difference approximations for the spatial derivatives and 
forward difference approximations for the time derivatives, 
except for the convective terms, for which the second upwind 
difference scheme was used (Roache, 1976). Furthermore, a 
two-dimensional alternating directional implicit (ADI) split
ting scheme was adopted to arrange the resulting set of 
algebraic finite difference equations in the convenient 
tridiagonal form; and Thomas algorithm was used to solve the 
system of algebraic equations. The cross-differential terms 

were always evaluated from the values of variables at the 
previous time step. 

The solution procedure was initiated by advancing the 
temperature distribution one time step through solution of the 
energy equation. The vorticity equation was then solved for all 
the interior grid points. Next, the stream function equation 
was solved. From the solution of the stream function equation 
the wall vorticities were updated. The procedure was then 
repeated for a new time step until a pre-established con
vergence criterion was satisfied for all field variables (£ = \p, w, 
0)-

l « 
-<5xl0~ (11) 

where the superscripts n and («+l) indicate the «th and 
(« + l)th time step, respectively. A further check on the con
vergence of the steady-state solution was made by comparing 
the overall Nusselt number for the inner and outer cylinder. 

Two grid systems were utilized for the computation de
pending on the flow domain. For the cases of symmetric flow, 
a grid system of 45 nodes in the ^-direction by 31 nodes in the 
^-direction was used, while a 45 X 61 mesh was employed for 
the asymmetric annular flows. The selection of the foregoing 
grid systems was considered to represent a reasonable com
promise between accuracy and computing cost on a basis of a 
series of grid size studies, in which various grids of 23x21, 
45x31, 45x41, and 61x51 were considered. For instance, 
for 4>g = 0, 6m = 0, e = -0 .8 , and Ra = 106, the values of 
the.overall Nusselt number and the maximum stream function 

Ra=io4 Ra-io6 

Fig. 2 Streamline and isotherm patterns for 0m = 1.0 

Ra=to4
 R a = 1 05 

Fig. 3 Streamline and isotherm patterns for 9m = 0.4 
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Ra=io4 Fb=io6 

Fig. 4 Streamline and isotherm patterns for 0m = 0.2 

changed by less than 2 and 3 percent, respectively, between the 
45x31 and 61 x51 grids. 

Results and Discussion 

In order to assess the validity of the numerical results, test 
calculations were conducted for air within a horizontal eccen
tric cylindrical annulus, which could be directly compared 
with experimental results reported by Kuehn and Goldstein 
(1978). Additionally, preliminary computations were per
formed for the case of cold water with density inversion within 
a horizontal concentric cylindrical annulus; a comparison with 
the published results of Vasseur et al. (1983) was made to 
check the accuracy of the density relation of water adopted in 
this study. These test computations for the flow patterns as 
well as the temperature distributions were in excellent agree
ment with the published results. 

Based on the numerical results in the preliminary calcula
tions, numerical results were obtained for an annulus of radius 
ratio 2.6, with the Rayleigh number ranging from 103 to 106, 
the inversion parameter being 0.0 to 1.0, the eccentricity vary
ing from 0 to 0.8, and the orientation angle of the inner 
cylinder between 0 and -w. Emphases on the effects of the den
sity inversion of cold water and eccentricity as well as the 
orientation angle of the inner cylinder are stressed. 

Flow Patterns and Isotherm Distributions. Representative 
predicted flow patterns and temperature distributions are 
presented in the form of streamline and isotherm contour 
plots. Figures 2 to 4 show the results for annuli with vertical 
eccentricity of — 0.5 and 0.5 at two values of Ra for dm = 1.0, 
0.4, and 0.2, respectively. For the situation of d,„ = 1.0 (e.g., 

Tj = 4°C and T0 = 0°C) the water in the vicinity of the inner 
cylinder is at a higher density than that near the outer cylinder. 
Thus water near the surface of the inner cylinder moves 
downward while the relatively lighter water near the outer 
cylinder moves upward and a single-circulation pattern 
results, as seen in Fig. 2. Moreover, a thermal plume 
originates at the bottom of the inner cylinder, impinging on 
the outer cylinder. As the inner cylinder is shifted downward 
along the vertical axis, defined as a positive eccentricity, the 
vortex center moves upward while the convective circulation 
as well as the thermal plume activity appear to be markedly 
impeded. Conduction is the dominant heat transport 
mechanism in the bottom region of the annulus. Furthermore, 
the top of the inner cylinder exhibits an enlarged, stagnant, 
isothermal region of water. When the inner cylinder moves 
toward the top, the circulation and thermal plume are greatly 
intensified in both size and strength, thus increasing the heat 
transfer rate. As expected, the convective flow in the annulus 
is enhanced with increasing Rayleigh number. Except for the 
reverse flow motion in the water due to its density anomaly, 
the characteristics of the flow and isotherm patterns for 6,„ = 
1.0 are quite similar to those for ordinary fluids such as air 
(Kuehn and Goldstein, 1978). 

Figure 3 presents the flow patterns and isotherm distribu
tions for d,„ = 0.4 (e.g., 7, = 10°C, T0 = 0°C). The flow 
field is characterized by the presence of two counterrotating 
circulations in the half-annulus. This is apparently a direct ef
fect of the density inversion of the water enclosed in the an
nulus. With increasing positive eccentricity, the vortex center 
of the outer circulation near the outer cylinder shifts to the 
top; increasing thermal plume activity is detected. When the 
inner cylinder is moved upward, the vortex centers of both in
ner and outer circulation move downward. Meanwhile the in
ner circulation in the bottom region of the annulus is further 
subdued by the expanding outer circulation. Accordingly, a 
significant temperature inversion occurs in the region. 
Moreover, there is no thermal plume activity above the inner 
cylinder in the negatively eccentric annulus; conduction-
controlling heat transport in the region can be readily 
recognized. Further decreasing the inversion parameter results 
in an opposite trend in the combined effect of eccentricity and 
density inversion on the flow and isotherm pattern. For 6m = 
0.2 (Fig. 4) both the inner circulation and thermal plume aris
ing above the inner cylinder appear to intensify with increasing 
positive eccentricity; for negative eccentricity the effect is 
reversed. The flow field becomes dominated by the inner cir
culation while the outer circulation is severely subdued, and 
even disappears completely. This clearly represents the decay 
of the density-inversion effect; the maximum density of the 
water for these cases occurs essentially along the outer 
cylinder, as evidenced from the isotherm plots. The flow and 
isotherm patterns appear similar to those of ordinary fluids. 

Further examination of the isotherm plots in Figs. 2 to 4 
reveals that for the cases considered, a thermal boundary layer 
always exists around the inner cylinder while the presence of a 
boundary layer along the outer cylinder depends on the posi
tion of the inner cylinder and the inversion parameter. For 
0,„ = 1.O and 0.4, a thermal boundary layer develops 
everywhere along the outer cylinder as the inner cylinder 
moves toward the top of the annulus. Conversely, when the in
ner cylinder shifts downward, there is no boundary layer along 
the top region of the outer cylinder. Boundary layer develop
ment in the opposite direction observed for 8„, = 0.2 is similar 
to that reported by Kuehn and Goldstein (1978) for an eccen
tric annulus filled with ordinary fluids. 

Next, the influence of orientation angle of the inner cylinder 
is examined by varying <j>s from 0 to ir with the fixed eccen
tricity. With the nonvertical eccentricity, the flow patterns and 
temperature distributions, as expected, are no longer sym
metric with respect to the vertical axis of the inner cylinder. 
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Fig. 5 Flow structures and temperature distributions for flm = 1.0, 
Ra = 105, e = 0.5, <Ag = (a) 45 deg, (b) 90 deg, (c) 135 deg 

Furthermore, the thermal plume activity does not rise vertical
ly above or below the inner cylinder. Representative flow and 
isotherm patterns are shown in Figs. 5 and 6 for 8m = 1.0 and 
0.2, respectively. In general, the flow patterns are complicated 
by the relative diminishing and/or intensifying of the counter-
rotating convective circulations to both sides of the inner 
cylinder with increasing 4>g. 

Overall Heat Transfer Results. Attention will now be 
focused on the overall heat transfer results for all cases under 
consideration. First of all, the effect of the eccentricity of the 
inner cylinder e on the rate of heat transfer is considered by 
plotting the overall Nusselt number versus the eccentricity, 
while keeping the orientation angle and Rayleigh number un
changed; the representative result is shown in Fig. 7. As seen 
from the figure, there exists a value of eccentricity that yields 
minimum heat transfer for most cases considered. The occur
rence of minimum heat transfer signifies the onset of a regime 
where the increase in conduction in the eccentric annulus is 
enough to offset the decrease in convection. The specific value 
of such eccentricity appears to depend on the Rayleigh 
number, the orientation angle, and the inversion parameter. 
Qualitatively it appears that the minimum heat transfer rate 
always occurs at some positive and negative eccentricity for 8m 
= 0.5-1.0 and 6m = 0.4-0.0, respectively. For ordinary 
fluids, the variation of the overall heat transfer coefficient 
with eccentricity has been investigated numerically by Cho et 
al. (1982) and Projahn et al. (1981); results appear to be very 
similar to those predicted for the cases of 8m = 0.0-0.4 in the 
present study. Moreover, results tend to demonstrate that with 
an increase of Rayleigh number, the effect of eccentricity on 
the overall Nusselt number is more pronounced. 

898/Vol. 110, NOVEMBER 1988 

Fig. 6 Flow structures and temperature distributions for 0m = 0.2, Ra 
= 10s, c = 0.5, <t>g=(a) 45 deg, (b) 90 deg, (c) 135 deg 

Fig. 7 Effect of eccentricity on overall Nusselt number 

Next, in Figs. 8(a) and 8(b) are shown the representative in
fluence of the inversion parameter on the overall Nusselt 
number for various eccentricity, orientation angle, and 
Rayleigh number. It can be observed from the figures that a 
minimum in heat transfer arises within the range 0.4 < 6,„ < 
0.5 depending primarily on the position of the inner cylinder. 
This is due to the presence of bicellular flow structure of ap
proximately equal strength in the annulus within this range of 
6m, yielding more mixing of the water and hence increasing the 
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Table 1 Constants of equation (12) for various inversion parameters 
and vertical eccentricities 

0.0 0.1 0.2 0.3 0.4 0.5 0.5 0.7 0.8 0.9 1.0 

0m 
Fig. 8(a) Dependence of the overall heat transfer on the inversion 
parameter for vertically eccentric annulus 

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 

0m 
Fig. 8(b) Dependence of the overall heat transfer on the inversion 
parameter for various orientation angles 

thermal resistance for heat transport across the annulus. An 
inspection of Fig. 8(a) reveals that for a concentric annulus, e 
= 0, the minimum heat transfer occurs at about 8m ~ 0.44 
(e.g., Tj = 9°C, T0 = 0°C). This value of critical Bm is dif
ferent from that predicted by Vasseur et al. (1983), d„, = 
0.375, for similar geometric configuration. This can be at
tributed to the difference in the physical configuration con
sidered by Vasseur and his co-workers, in which the inner 
cylinder is cooled while the outer cylinder is heated. As for the 
vertically eccentric annulus, the occurrence of the minimum 
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overall Nusselt number is shifted toward lower and higher 
value of 6m for negative and positive eccentricity, respectively, 
as the Rayleigh number increases. Furthermore, the effect of 
eccentricity on heat transfer rate elucidated in Fig. 7 can be 
further inferred from Fig. 8(a). Moreover, as depicted in Fig. 
8(A), the minimum in heat transfer arises at a lower value of 
6m with increasing orientation angle as the Rayleigh number 
increases with fixed eccentricity. Another important fact that 
can be seen in Fig. 8(6) is that the overall Nusselt number can 
be significantly affected by the change of the orientation of 
the inner cylinder. Depending on the Rayleigh number, a 
monotonic decreasing trend of the overall Nusselt number 
with the increasing orientation angle such as that found for the 
ordinary fluid (Cho et al., 1983) is predicted for 6m below a 
lower bound. On the other end, an opposite trend is detected 
for 8,„ beyond an upper bound. For instance, for Ra = 10s 

with 6m < 0.25, the overall Nusselt number decreases as the 
orientation angle increases, such that the maximum heat 
transfer occurs at the positive vertical eccentricity; for d,„ > 
0.46 a reversed trend results. As for the intermediate values of 
6m, a somewhat complex trend appears in that the extreme in 
heat transfer rate does not always arise at the vertical orienta
tions. The effect of the orientation angle tends to be enhanced 
with increasing Rayleigh number. 

Finally, using a least-squares regression analysis, the overall 
heat transfer results for most cases of vertical eccentricity can 
be well correlated in the form 

Nu = CRa" (12) 

where values of C and n are presented in Table 1 for various 
eccentricity and inversion parameter. The maximum devia
tions of these correlations from the numerical data are within 
5 percent. Little success was obtained in an attempt to attain a 
global correlation of the heat transfer results for all the cases 
investigated in the present study. 
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Conclusion 

The steady laminar natural convection of cold water within 
an eccentric horizontal cylindrical annulus has been studied 
numerically via a finite-difference method. A radial coor
dinate transformation technique was employed to solve for the 
flow and temperature within the eccentric annulus. Results in
dicate that the density anomaly of water exhibited in the inver
sion parameter range considered causes the convective flow 
developed in the annulus to be more complex than for or
dinary fluids. Accordingly, the heat transfer characteristics 
are strongly influenced by the combined effects of the density 
inversion of water and the position of the inner cylinder. 
Specifically, there exists a value of eccentricity that yields 
minimum heat transfer for most cases under consideration. 
The specific value of such eccentricity appears to depend on 
the Rayleigh number, the orientation angle, and the inversion 
parameter. As the Rayleigh number increases, the effect of ec
centricity on the overall Nusselt number increases. For the 
cases considered in the present study, a minimum in heat 
transfer arises within the range 0.4 < 6m < 0.5, depending 
primarily on the position of the inner cylinder of the annulus. 
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Combined Forced and Free 
Laminar Conwection in the 
Entrance Region of an Inclined 
Isothermal Tube 
An analysis is made of the combined forced and free convection for laminar flow in 
the entrance region of isothermal, inclined tubes. This involves the numerical 
calculation of the developing flow with significant buoyancy effects. Three indepen
dent parameters are introduced: the Prandtl number Pr, a modified Rayleigh 
number Ra*, and Q, a parameter that measures the relative importance of free and 
forced convection. The inclination angle does not appear explicitly in the formula
tion. Numerical results are obtained for Pr = 0.7, 5, and 10, and representative 
values of Ra* and fl. The axial development of the velocity profiles, temperature 
field, local pressure gradient, and the Nusselt number are presented. These results 
reveal that the buoyancy effects have a considerable influence on the fluid flow and 
heat transfer characteristics of the development flow. A comparison of the 
numerical results with the available experimental data is also presented. 

Introduction 

The convection heat transfer coefficient and fluid flow 
characteristics of duct flows are often affected by the presence 
of gravity forces, particularly at low or moderate flow rates. 
The orientation of the duct can have a considerable influence 
on the velocity and temperature profiles and the associated 
heat transfer and friction coefficients in the duct. For horizon
tal tubes, the buoyancy forces are perpendicular to the main 
flow direction and they give rise to secondary currents in the 
cross section. For vertical tubes, the gravity forces are in the 
main flow direction, and axial symmetry is preserved since 
there is no secondary flow in the cross section. In inclined 
tubes, however, buoyancy forces act in both the main flow 
and the cross-stream directions. In practice, this situation is 
commonly encountered in heat exchanger equipment and in 
solar collectors. 

Laminar combined free and forced convection in horizontal 
and vertical pipes has been studied theoretically and ex
perimentally by many investigators in recent years. Yousef 
and Tarasuk (1982) have reviewed much of the published work 
for horizontal, isothermal tubes, and Collins (1980) has 
reviewed analytical and experimental studies of flow and heat 
transfer in vertical, isothermal tubes. The literature on 
buoyancy-affected flow and heat transfer in inclined ducts is 
sparse, and, to the authors' knowledge, no theoretical work 
has been published for developing laminar mixed convection 
in inclined, isothermal tubes. Iqbal and Stachiewicz (1966), 
Cheng and Hong (1972a), Cheng and Hong (1972b), Ou et al. 
(1976), and Sabbagh et al. (1976) have studied fully developed 
flow and heat transfer in inclinded tubes with the constant 
heating rate thermal boundary condition. Abdelmeguid and 
Spalding (1979) have presented numerical predictions of fully 
developed turbulent flow and heat transfer in uniformly 
heated, inclined tubes. 

In many practical situations, the length of the channel is not 
long enough for the flow to become fully developed and the 
problem of mixed convection in the entrance region becomes 
important. Recently, Abou-Ellail and Morcos (1980) have 
presented entrance region calculations for uniformly heated 
inclined rectangular channels. In a later publication Morcos 
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and Abou-Ellail (1983) have studied a similar problem as ap
plied to solar collector channels. In the case of the isothermal 
boundary condition, the only publication has been a flow 
visualization study by Cheng and Yuen (1985) in which 
photographs of secondary flow patterns in the entrance region 
of inclined isothermal tubes are presented. 

The purpose of this paper is to present a numerical study of 
the developing laminar flow and heat transfer in an inclined 
isothermal tube in which the heating from the tube wall leads 
to significant buoyancy effects in the upward flow. In the for
mulation presented here, only three independent parameters 
(the Prandtl number Pr, a modified Rayleigh number Ra*, 
and Q, a parameter related to the relative magnitude of 
buoyancy and inertial forces) appear explicitly in the govern
ing equations. With suitable choices of these parameters, the 
vertical and horizontal orientations of the heated tube can be 
recovered as limiting cases. The Prandtl number is assigned 
values of 0.7, 5, and 10 so that the range of air and water 
fluids is covered. Solutions are obtained over a range of Ra* 
and Q such that a wide variation of buoyancy and inclination 
effects is encountered. The present investigation is restricted 
to only heated upflow (or cooled downflow). For this situa
tion, the effect of buoyancy is to accelerate the flow near the 
tube wall while retarding the flow in the core. At certain com
binations of Ra* and 0, the acceleration of the flow near the 
wall tends to cause reverse flow. Since the numerical method 
employed in this study is limited to boundary layer type flows, 
the computations are not carried out beyond these critical 
values of Ra* and 0. The results obtained from the computa
tions include Nusselt numbers, friction factors, velocity pro
file, isotherm maps, and secondary flow patterns in the en
trance region of the tube. Comparisons with experimental and 
numerical data for horizontal and vertical pipes are also 
presented. 

Analysis 

Problem Statement. The inclined tube under considera
tion is shown schematically in Fig. 1 together with a typical 
cross section of the tube perpendicular to the main flow direc
tion. The fluid enters the tube with a uniform velocity wln and 
at a uniform temperature Tin. The tube wall temperature is 
held constant at Tw. The problem to be analyzed in this work 
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Bottom 

Horizontal 

Fig. 1 The geometry considered 

is that of simultaneously developing laminar flow and heat 
transfer with appreciable buoyancy effects in an isothermally 
heated tube inclined at an angle 7 to the horizontal. Because of 
the symmetry inherent in the problem, the calculations can be 
restricted to a solution domain that comprises one-half of the 
circular region as shown in Fig. 1. 

Governing Equations. The equations governing the pres
ent problem are those of conservation of mass, momentum, 
and energy expressed in cylindrical coordinates. The pressure 
gradient and body force terms in the radial momentum equa
tion are 

where r, 6, and 7 are measured as shown in Fig. 1. The density 
p appearing in equation (1) can be related to the temperature 
via the Boussinesq approximation in which the variation of 
density p is included only in the calculation of the buoyancy 
terms. The density p is given by 

P = Pw[l-0(T-TJ] (2) 

where pw is the density evaluated at the reference temperature 
Tw. With a modified pressure/?* defined as 

p*=p + p„gr cos 6 cos 7 

equation (1) may be rewritten as 

- dp*/dr + pwgfi(T- Tw)cos 6 cos 7 

(3) 

(4) 

A similar manipulation of the pressure and body forces in the 
tangential (^-direction) momentum equation yields 

- (dp*/dd)/r-pwgP(T- T„)sin 6 cos 7 (5) 

Invoking the Boussinesq approximation, the pressure gradient 
and body force terms in the axial momentum equation are 

-dp/dz~pwgsmy + Pwfi(T-Tw)smy (6) 

The flow is assumed to be parabolic and in the axial momen
tum equation a space-averaged pressure p is supposed to 
prevail at each cross section, thus permitting a decoupling 
from the pressure p* in the cross-sectional momentum equa
tion. This "pressure uncoupling" follows the parabolic-flow 
practice and, together with the assumption that neither 
momentum nor heat is diffused in the axial direction, permits 
a marching-integration calculation procedure. Using this prac
tice and absorbing the term pwg sin 7 in the definition of p, 
equation (6) becomes 

- dp/dr—pg cos 6 cos 7 (1) - dp/dz + p wg& ( T - Tw) sin 7 (7) 

N o m e n c l a t u r e 

cp = constant pressure specific 
heat 

D = tube diameter 
/ = friction factor, equation 

(27) 
Gr = Grashof number, equa

tion (26) 
g = acceleration due to 

gravity 
h = circumferential average 

heat transfer coefficient, 
equation (30) 

hm = mean heat transfer coef
ficient, equation (33) 

k = thermal conductivity 
m = mass flow rate 

Nu = circumferential average 
Nusselt number, equa
tion (30) 

Num = mean Nusselt number, 
equation (33) 

P = dimensionless mean 
pressure, equation (8) 

P* =*=• dimensionless cross-
sectional pressure, equa
tion (8) 

Pr = Prandtl number = cpix/k 
p = pressure 

p 
p* 

q 

Ra 

Ra* 

Re 

r 
T 

Tb 

Tin 

T„, 

A ? ; , 

U, V, W 

u, v, w 

— modified mean pressure 
= modified cross-sectional 

pressure, equation (3) 
= average heat flux at a 

cross section 
= Rayleigh number, equa

tion (8) 
= modified Rayleigh 

number, equation (12) 
= Reynolds number, equa

tion (8) 
= radial coordinate 
= temperature 
= bulk temperature at a 

cross section, equation 
(31) 

= uniform entrance 
temperature 

= mean temperature at a 
cross section, equation 
(29) 

= average mean 
temperature difference, 
equation (34) 

= dimensionless velocities, 
equation (8) 

= velocity components in 8, 
/', z directions 

z = 
z+ = 

z = 
a = 
(3 = 

T = 
V = 

M = 
v = 
P = 

Pw = 

12 = 

uniform entrance velocity 
dimensionless axial coor
dinate, equation (8) 
dimensionless axial coor
dinate, equation (32) 
axial coordinate 
thermal diffusivity 
thermal expansion 
coefficient 
tube inclination angle 
dimensionless radial 
coordinate = r/D 
angular coordinate 
molecular viscosity 
dynamic viscosity 
density 
density at the reference 
wall temperature T„ 
dimensionless 
temperature, equation (8) 
dimensionless bulk 
temperature, equation 
(3D 
dimensionless mean 
temperature, equation 
(28) 
mixed convection 
parameter, equation (13) 
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As a final step, dimensionless variables are introduced as 
follows: 

r, = r/D, Z = z/(£>RePr), Re = winD/v, Pr = j-/a 

U = uD/a, V= vD/a, W= w/win 

P = p/(pw2
inPr), P*=p*D2Pr/(pv2) (8) 

4> = (T-TJ/(Tin-Tw), Ra = g(3(Tw-Tin)Di/(va) 

The nondimensionalized body force terms in the radial, 
tangential, and axial momentum equations then become 

Ra0 sin 6 cos 7 (9) 

- Ra</> cos 6 cos 7 (10) 

and 

Ra</>sin7/(RePr) (H) 

respectively. Expressions (9), (10), and (11) can be presented in 
a compact fashion by introducing two new parameters 

Ra* = Racos7 (12) 

and 

Q = (Ra/Re) sin 7 (13) 

With these definitions, and the assumptions made earlier, 
the equations expressing the conservation of mass and of r, 6, 
and z momentum are 

[d(riV)/dri + dU/de]/r, + dW/dZ = Q (14) 

[(U/r,)dU/dd + VdU/dr, + UV/r, + WdU/dZ]Pr = 

-(dP*/dd)/r,+ ^2U+2(dVd/de)/r,-U/r,2 + Ra*(j>sme (15) 

[(U/ij)d V/dd + Vd V/dr, -iP-f-q+Wd V/dZ\/Pr = 

-dP*/dv+V2V-2(dU/dd)/ri2-V/ri2R!i*<l>cosO (16) 

and 

[ (U/ri)d W/dd + Vd W/dri + d W/dZ]/Pr = - dP/dZ 

+ V2W-Q<£/Pr (17) 

Neglecting viscous dissipation and compression work, as is 
appropriate for incompressible laminar flows, the energy 
equation is written as 

(U/T))d4>/d6+ Vd<j>/dr)+Wd<t>/dZ= V 20 (18) 

In equations (14)—(18), V2 is the Laplace operator in cylin
drical coordinates 

V2 = (\/i)2)d2/d62 + (l/T1)d(r,d/dri)/dr1 (19) 

Boundary Conditions. As mentioned earlier, because of 
the symmetry about the vertical center line shown in Fig. 1, it 
is sufficient to solve the equations over only the right half of 
the circular cross section. The boundary conditions for this 
domain are given by 

17 = 0.5: u=V=W=4> = 0 (20) 

0 = Oand0 = 7r: U=0, dV/d8 = dW/dd = 30/361 = 0 (21) 

Further, at the inlet of the tube 

Z = 0: U=V=0, W=\, </> = l (22) 

Governing Parameters. The governing equations (14)-(18) 
contain three independent parameters: Ra*, Q, and Pr. Ra* is 

a modified Rayleigh number given by equation (12) and Q is a 
parameter defined by equation (13) that contains the ratio of 
the Rayleigh number, Ra, to the Reynolds number Re, 
modified by an inclination angle factor sin 7. An examination 
of the dimensionless equations (14)—(18) shows that the in
clination angle 7 does not explicitly appear in the formulation; 
hence, the introduction of the dimensionless parameters Ra* 
and 0 has reduced the number of independent parameters 
from four to three. Moreover, from equations (12) and (13), it 
is obvious that as 

7 - 0 , sin 7 - 0 , R a * - R a , Q - 0 (23) 

and equations (14)—(18) become the governing equations for a 
horizontal isothermal tube. Also, as 

7->ir/2, shvy- l , R a * - 0 , fi-Ra/Re (24) 

and the buoyancy term in the axial momentum equation (17) 
becomes 

7 - i r / 2 , fi0/Pr-Ra<MRePr) = (Gr/Re)4> (25) 

which is the correct buoyancy parameter for the axial momen
tum equation in a vertical tube. Here Gr is the Grashof 
number defined as 

Gr = Ra/Pr (26) 

Thus, it is noted that when 7 = TT/2, equations (14)-(18) 
become the conservation equations for buoyancy-affected 
flow in a vertical isothermal tube. It is clear, then, that the in
troduction of Ra* and fl as independent parameters has not 
only reduced the number of governing parameters of the 
problem but has permitted a compact formulation in which all 
inclination angles, including the limiting cases of vertical and 
horizontal tubes, can be recovered. 

The computations were carried out for the Prandtl numbers 
of 0.7,5, and 10. Ra* was varied between 0 and 106 and Q, was 
taken between 0 and 500. This choice of parameters covers a 
wide range of possible combinations of fluid properties, flow 
rate, temperature differences, and inclination angles. 

Solution Procedure. The governing equations were solved 
numerically by a modified version of the finite-difference 
method for three-dimensional parabolic flows described by 
Patankar and Spalding (1972). The modifications included the 
use of the SIMPLER procedure of Patankar (1980) for han
dling the pressure-velocity coupling in the cross section of the 
tube and the incorporation of the method described by 
Raithby and Schneider (1979) to calculate the streamwise 
pressure gradient. 

Computational Details. The computations were per
formed on a 22 x 32 grid in 6-r coordinates. In the 6 direction, 
a uniform grid spacing was chosen, while the r direction grid 
spacing was nonuniform, with grid lines being more closely 
packed near the tube wall. The axial step size AZ was varied 
from 10 ~6 near the tube entrance to about 10 ~2 near the fully 
developed flow region. The value of AZ was adjusted so that 
at each station the selected step size would cause the bulk 
temperature of the flow to rise by approximately 1 percent of 
the maximum possible change (Tw — Tin). With this con
tinuously varying step size, about 120 forward steps were 
needed to reach the fully developed region. At each marching 
step, a sufficient number of iterations (about 6 to 8) were per
formed to ensure that the velocity and temperature fields con
verged to four significant digits. Exploratory runs on finer 
grids (38 x 50) and double the number of forward steps at high 
Ra* values changed the predicted heat transfer and friction 
coefficients by less than 1.5 percent for Z values less than 
5 x 10~4 and by lesser amounts for larger values of Z. Typical 
computation times encountered on a CRAY-1A computer 
were of the order of 120 cpu seconds. 
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(a) Z = 6.61 x 10-3 

(b) Z=1.55xl(T2 

(c) Z = 5.73xl0~2 

Fig. 2 Cross-stream flow and isotherm maps for Pr = 0.7, Ra* = 105, 
ri = 500 

As a partial verification of the computational procedure, 
results were initially obtained for simultaneously developing 
fluid flow and heat transfer in an isothermal tube for pure 
forced convection (Ra* = 0, Q = 0) with Pr = 0.7 and Pr = 5. 
The results for fluid flow and heat transfer were compared 
with those of Liu (1974) and Hwang and Sheu (1974) as 
tabulated by Shah and London (1978). The friction factors 
and Nusselt numbers were found to agree within 1 and 1.5 per
cent, respectively, for axial stations downstream of 
Z=3xl0~ 4 . 

Results and Discussion 
In the presentation that follows, detailed results for a few of 

the cases studied are given consideration. Most of the results 
are shown for the Prandtl number of 0.7; the results for Pr = 5 
and Pr=10 are qualitatively similar. Information about the 
flow and temperature field development is provided via vector 
plots, velocity profiles, and isotherm maps. Overall quantities 
that are of most direct relevance to applications, like the 
Nusselt number and the friction factor, are presented in more 
detail. Finally, a comparison of the present results with some 
experimental and numerical results for vertical and horizontal 
tubes is presented. 

Development of Secondary Flow and Temperature 
Field. Figure 2 displays the buoyancy-induced secondary 
flow pattern and the temperature distribution in the cross sec
tion of the tube for the case Pr = 0.7, Ra* = 105, and 12 = 500 at 
three axial locations. This choice of parameters represents a 
case in which buoyancy and inclination effects are insignifi
cant. Because of the symmetry about the vertical diameter, the 
isotherms are plotted in the left half and the velocity vectors in 
the right half of the circular region. In the absence of buoyan
cy forces, only the radial component of velocity would be 
present and the secondary flow associated with the growth of 
the boundary layer would be directed away from the tube wall. 
In the presence of free convection, this flow pattern changes. 
At the first axial station, Z = 6.61 X 10-3 in Fig. 2(a), it is seen 
that the flow pattern is already affected by the buoyancy 
forces. The fluid rises along the heated wall with a relatively 
high velocity and falls slowly toward the center where it is car
ried away by the main flow. Since most of the fluid is still at a 
temperature close to Tjn, the relative magnitudes of the 
velocities, except very near the tube wall, are rather small. The 
center of circulation appears to be in the upper half of the 
tube. The isotherm contours at the same axial locations are 
presented with increments of 0.1 in the nondimensional 
temperature <j>. Since the axial location is very near the en
trance of the tube, the isotherms are nearly circular and are 
virtually unaffected by the secondary flow pattern. 

As the fluid moves downstream, the buoyancy forces are in 
effect for a longer distance and the strength of the secondary 
flow increases. This can be seen in Fig. 2(b) at Z = 1.55 x 10~2 

where the secondary flow is most intense. The center of cir
culation moves downward to a location close to the horizontal 
diameter of the tube. The magnitudes of the velocity vectors 
are appreciably larger compared to those in Fig. 2(a) 
(Z = 6.61 X 10~3). At the bottom of the domain, the second
ary flow is rather sluggish. The isotherms in the lower part of 
the cross section are nearly circular, just as in Fig. 2(a), due to 
this weak secondary flow. The stronger secondary flow 
elsewhere, however, causes a very noticeable distortion in the 
temperature field with the isotherms being sparsely spaced in 
the upper region of the cross section. Consequently, in the up
per section, pronounced peripheral variations are expected in 
the local wall shear stress and heat transfer coefficients. The 
fact that the secondary flow is most intense at this axial loca
tion causes the friction factor and Nusselt number to have 
their maximum values at this station. 

Farther downstream, atZ = 5.73xl0~2, the secondary flow 
becomes weaker due to the disappearance of free convection 
effects (Fig. 2c). At sufficiently far downstream locations, the 
secondary flow disappears altogether as the fluid reaches the 
wall temperature and the flow becomes fully developed. 

Development of Axial Velocity Profiles. The developing 
profiles of the axial velocity W along the vertical symmetry 
line are illustrated in Fig. 3. The axial velocity profiles for pure 
forced convection are symmetric about the central axis of the 
tube. With the influence of buoyancy effects, the symmetric 
velocity profile is still preserved along the horizontal center 
line (d = ir/2). However, except for the case of a vertical tube, 
this symmetry is lost along the vertical center line (9 = 0 and 
9 = ir). The profiles in Figs. 3 (a, b, c, d) have been presented 
for Pr = 0.7 and for various combinations of Ra* and 0 that 
introduce an inclination angle effect. In each subplot, the W 
profiles have been plotted at five axial locations starting from 
near the entrance of the tube (curve A) to location in the fully 
developed region (curve E). Near the entrance, the velocity 
profile is nearly uniform over the cross section as shown by 
curve A in all the subplots. At the farthest downstream loca
tions, corresponding to curve E, the effect of free convection 
vanishes and a fully developed parabolic profile for Poiseuille 
flow is attained in all cases. At intermediate axial locations, 
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Fig. 3 Development of axial velocity profiles for Pr = 0.7 

the curves are distorted due to buoyancy effects, and the 
nature of the distortion depends on the magnitude of Ra* and 
fi. The development of W profiles for Pr = 5 and Pr= 10 is 
qualitatively the same although the distortion due to buoyancy 
effects is less pronounced. 

Figure 3(a) shows the Wprofiles for Ra* = 105 and 0= 10. 
Returning to the definitions of Ra* and fl (equations (12) and 
(13) and the arguments presented earlier for recovering the 
limiting case of a horizontal tube (expression (23)), it is seen 
that this combination of a large Ra* and a small value of fl 
yields the case of a horizontal tube. Alternatively, if the 
momentum equations (15)—(17) are examined, it is observed 
that the buoyancy term in the axial momentum equation 
(equation (17)) becomes small. However, because Ra* is 
larger, the cross-stream buoyancy terms are important and the 
resulting equations are for a horizontal tube orientation. As 
depicted by the developing velocity profiles B, C, and D in 
Fig. 3(a), the maximum velocity is displaced toward the bot
tom wall. This is typical of horizontal, heated tubes and the 
profiles in this figure show good qualitative agreement with 
those presented by Hishida et al. (1982) in their study of mixed 
convection in the entrance region of an isothermally heated 
horizontal tube. 

Increasing the value of 0 while keeping Ra* fixed intro
duces an interesting buoyancy effect on the developing veloci
ty profiles, as seen in Figs. 3(b) and 3(c). With finite values 
of 0, the buoyancy term in the axial momentum equation 
(equation (17)) becomes significant and the W profiles are af
fected by the cross-stream buoyancy as well as by the aiding 
buoyancy force in the main flow direction. The combination 
of Ra* and fi values chosen in Figs. 3(b) and 3(c) is 
reasonable for a heated tube inclined at an angle y between 0 
and 7r/2 radians. In contrast to Fig. 3(a), the maximum 
velocity is now displaced toward the top tube wall; in the 
heated upflow the aiding buoyancy force pulls the hot fluid 
toward the top of the tube. The distortion of the (^profiles is 
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very evident in Fig. 3 (c) for Ra* = 105 and fi = 500. The flow 
accelerates near the heated tube wall, which results in profiles 
with maxima and minima behavior. The tendency toward flow 
reversal is in evidence, especially in curve C, which is at 
Z=1.55xl0~3 , a location where the buoyancy effect and the 
secondary flow are most intense. Higher parameter values 
would lead to backflow in the axial direction. 

The last subplot (Fig. 3d) presents developing ^profiles for 
a case in which Ra*==200 and 0 = 200. Following the argu
ment presented earlier in expression (24), this situation is that 
of a heated tube that is almost vertical. The only significant 
buoyancy term in the momentum equations (15)-(17) is the 
one in the axial direction momentum equation (17). Thus, the 
developing velocity profiles in Fig. 3(d) show no influence of 
cross-stream buoyancy forces and the curves are symmetric 
about the central axis of the tube 0? = 0). The curves show 
good qualitative agreement with the developing velocity pro
files for a vertical isothermal tube as presented by Zeldin and 
Schmidt (1971). The curves have maxima near the tube wall 
and a minimum at the center of the tube, indicating that at 
sufficiently high heating rates, flow reversal may take place. 

Axial Variation of the Friction Factor and the Nusselt 
Number. The results of the local pressure gradient in the en
trance region of the inclined tube may be presented through 
the value of / Re, where / is a dimensionless friction factor 
given by 

/ = ( -dp/dz-pg sin y)/(\/2pww)n) (27) 

and Re is the tube Reynolds number given by equation (8). A 
direct effect of the buoyancy forces can be obtained from the 
values of/Re/(yRe)0 in which (fRe)0 is the forced convection 
value of 64. Figures 4, 6, 8, and 10 illustrate the effect of Ra*, 
fl, and Pr on the values of/Re/(/ Re)0 at different axial loca
tions. A quantity related to the dimensionless mean 
temperature, given by 

l-<t>m = (T,„-Tin)/(Tw-Tin) (28) 

is also plotted in each figure so that, if needed, dp/dz can be 
extracted from the values of/at each axial location Z by using 
equation (27). The mean temperature is evaluated as 

Tm = \\Trdrde/(\\rdrdd) (29) 

The Nusselt number behavior is of importance because it is 
directly related to the heat transfer coefficient. The cir-
cumferentially averaged heat transfer coefficient and the cor
responding Nusselt number are defined as 

h = q/(Tw-Tb), Nu = hD/k (30) 

where q is the circumferential average heat flux at the tube 
wall at an axial location Z and Tb is the bulk temperature at 
the cross section. It may be noted that the heat transfer coeffi
cient h, and the Nusselt number Nu, in equation (30) are local 
quantities that are computed at each axial location. Tb and its 
nondimensional equivalent 4>b are calculated from 

Tb = \\wTrdrdd/(\\wrdrd6) 

4>b = (Tb-Tw)/(Tin-T„) (31) 

where the integrations are performed over a cross section of 
the tube at an axial location Z. The bulk temperature is a good 
indication of the thermal development because it represents 
the heat absorbed by the fluid until the axial location Z where 
the bulk temperature is calculated. Figures 5, 7, 9, and 11 pre-
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Fig. 7 Effect of Ra* on Nu and (1 - 0 „ ) for Pr = 0.7, (1 = 100 
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Fig. 6 Effect of Ra* on I Re and (1 - <j>m) for Pr = 0.7, (2 = 100 

sent the axial variation of Nu and the dimensionless quantity 
(1-<M = {Tb-Tin)/(TW-T,„) for different Ra*, 0, and Pr 
parameter values. 

The effect of increasing 0 on the / Re and Nu at a fixed 
value of Ra* = IO5 and Pr = 0.7 is shown in Figs. 4 and 5, 
respectively. The pure forced convection curve, denoted by 
curve D in all the plots, has been obtained by setting Ra* and 
0 to be equal to zero. Near the inlet, the free convection ef
fects are insignificant and all the curves follow the forced con

vection curve. As the buoyancy effects become important (at 
about Z= 10"3), the Nu and/Re curves for mixed convection 
rise above the forced convection curve. The buoyancy effects 
are the most pronounced at the highest value of Q since this 
parameter represents a ratio of free convection to forced con
vection effects. At Q = 500, the maximum values of /Re and 
Nu occur at approximately Z=10^2 and Z=1.5xl0"2 , 
respectively, near the location where the secondary flow and 
the buoyancy effects are the strongest. The vigorous second
ary flow results in an increase in the flow resistance and heat 
transfer. After attaining a maximum, the Nu and/Re curves 
decrease asymptotically to the fully developed forced convec
tion values of 3.658 and 64, respectively. It may be noted that 
for 0 = 500, the enhancement in heat transfer and flow 
resistance can be as much as 100 percent (heat transfer) and 
225 percent (flow resistance). In Figs. 4 and 5, a comparison 
of the behavior of the mean bulk temperature curves leads to 
an interesting observation. With increasing values of Q, the Tb 
curves rise more rapidly with Z as compared with the forced 
convection curve. The bulk temperature Tb is a measure of the 
heat added to the fluid and since heat transfer coefficients are 
consistently higher for mixed convection, larger Tb values are 
expected. In contrast, the mean temperature (T,„) curves for 
mixed convection are below the forced convection curve until 
about Z = 2 x l 0 _ z , where they cross over. This tendency is 
more pronounced with increasing values of fi and can be ex
plained by the following argument. Near the entrance, the 
buoyancy forces tend to make the secondary flow rise along 
the heated wall and fall along the vertical center line. 
However, in pure forced convection, the secondary flow near 
the entrance is directed radially inward away from the tube 
wall. Consequently, at the same axial location close to the en
trance of the duct, the fluid at the center is warmer for the 
forced convection case because of the thicker thermal 
boundary layer. Since the mean temperature Tm is space 
averaged over the cross section, it is higher for forced convec
tion compared to mixed convection. Farther downstream, 
however, the buoyancy effects lead to greater heat transfer 
and better mixing compared to forced convection and the Tm 
for the mixed convection cases becomes greater. 

Figures 6 and 7 represent the axial variation of/Re and Nu 
for different modified Rayleigh numbers at fi=100 and 
Pr = 0.7. From the defining equations of Ra* and fi (equations 
(12) and (13)) it is seen that holding fi fixed while increasing 
Ra* is like decreasing the inclination angle y and 
simultaneously increasing the Rayleigh number Ra, at a fixed 
value of the Reynolds number Re. Alternatively, the same ef
fect can be obtained at a fixed inclination angle y by increasing 
Ra and Re simultaneously such that the value of 0 remains the 
same. In any case, the effect of increasing Ra* at a fixed fi is to 

i i I i i i n | i I I i 11 n | i i i i 11 I I I ^ — - r ^ ' r ^ r i I 

Pr = 0.7, Ra*= 1 X 10 
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Fig. 10 Effect on Pr on r Re and (1 -4>b) for Ra*105, !! = 500 

increase the buoyancy effect as seen in Figs. 6 and 7. At 
Ra* = 5xl05 , Z = 2x l0" 2 the enhancement in the Nusselt 
number is about 200 percent compared to the corresponding 
forced convection value. The increase in the/Re value over 
the forced convection/Re is only 55 percent at Z= 10~2. The 
bulk temperature Tb rises at a faster rate along the length of 
the tube as the value of Ra* is increased, indicating that the 
heat transfer performance improves. A similar behavior is 
observed for the/Re curves. 

In Figs. 8 and 9 the axial variation of/Re and the Nusselt 
number is presented for three combinations of Ra* and Q for 
Pr = 0.7. Curve A represents a choice of parameter values that 
yields a nearly vertical tube (Ra*=200, fi = 200). Curve C 
(Ra* = 105, fi=10) is for a nearly horizontal tube. Curve B 
represents an intermediate case of a heated, inclined tube 
(Ra* = 10s, Q= 100). The axial momentum equation buoyancy 
term is relatively large for the nearly vertical tube and this 
leads to higher friction factors compared to the other cases. 
The Nusselt number curves B and C are nearly coincident and 
in both cases the values of Nusselt number are significantly 
higher than those of the vertical tube (curve A). Evidently, the 
buoyancy-induced secondary flow in the horizontal and the in
clined tube leads to a better enhancement in heat transfer 
when compared to the nearly vertical tube in which the sec
ondary flow is insignificant. This observation is reinforced by 
the behavior of the bulk temperature curves in Fig. 9. 

The Prandtl number effect is shown in Figs. 10 and 11 for 
Ra* = 105 and 0 = 500. In Fig. 10, the / Re/(/ Re)0 has been 
plotted against a dimensionless axial distance Z+ defined as 

Z+=z/(Z>Re) (32) 

The quantity (1 - <j>m) = (Tm - Tin)/(Tw - Tin), however, has 
been plotted against the usual dimensionless distance Z. The 
Prandtl number effect is nonexistent very near the entrance 
(where there are no buoyancy effects) and in the fully 
developed region where the buoyancy-induced secondary flow 
disappears. However, in the region where buoyancy is signifi
cant, the Pr = 0.7 curve is markedly different compared to the 
Pr = 5 and Pr=10 curves. The diminished influence of 
buoyancy on/Re for fluids of higher Prandtl number may be 
attributed to the dampening of the secondary flow velocities 
due to the higher viscosities of such fluids. When the Prandtl 
number is increased from 5 to 10, the behavior of the / 
Re/(/Re)0 curves is not altered drastically. In fact, for larger 
values of the Prandtl number, the friction factor variation 
would become identical with the force convection curve. 
Figure 11 depicts the influence of the Prandtl number on the 
Nusselt number and the bulk temperature variation in the en
trance region. Near the entrance, the Nusselt number and the 
bulk temperature at a given Z location is lower for the higher 
Prandtl number fluids. The effect of the Prandtl number is 
significant only for Z values less than about 0.04. The curves 
for all Prandtl numbers attain the same fully developed forced 
convection value of the Nusselt number (3.658). The Nusselt 
number results show a diminishing influence of increasing the 
Prandtl number from 5 to 10. This indicates that an infinite 
Prandtl number assumption (an assumption that greatly 
simplifies the computational task) should be good for fluids 
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with Prandtl numbers greater than 10. The bulk temperature 
curves exhibit the same trend as the Nusselt number curves. 

Comparison With Experimental and Numerical 
Results. Since no experimental or numerical data for 
developing mixed convection in inclined circular tubes are 
available in the literature, comparisons have been made for 
the limiting cases of a vertical and a horizontal tube. Figure 12 
presents a comparison of the calculated bulk temperature 
(Tb-Tin)/(T„-Tin) in a vertical tube with the experimental 
and numerical results of Zeldin and Schmidt (1971). For this 
case, the relevant parameter values are Ra* = 0, 
Q/Pr = Gr/Re = 266, and Pr = 0.71. The agreement with the 
numerical results is excellent. The experimental data compare 
well except at Z = 7.5 x 10"3, where the discrepancy may be at
tributed to the fact that Zeldin and Schmidt (1971) noted 
problems with the preheating of the fluid. Also presented in 
Fig. 12 is the mean Nusselt number variation for a horizontal 
tube (ft = 0) with Ra* = Ra=106 and Pr = 7.65. The mean 
Nusselt number Num has been computed to permit easy com
parison with the available data. Num is defined as 

Num= hmD/k = mcpATm/(irkz) (33) 

where ATm is the average temperature difference calculated as 

ATm = [(Tin-Tw) + (Tb-Tw)]/2 (34) 

The calculated mean Nusselt numbers are compared to the 
numerical solution of Ou and Cheng (1977) and the ex
perimental data of Depew and August (1971). It is noted that 
the numerical results of Ou and Cheng (1977) are for the 
Graetz problem with a large Prandtl number assumption for 
Ra = 8 x 105. In their work, the velocity profile is assumed to 
be fully developed at the entrance. Consequently, a com
parison with the present results shows that the Num values of 
Ou and Cheng (1977) for Z less than 5xl0~3 are under-
predicted. For larger values of Z, the agreement is very good. 
The experimental data of Depew and August (1971) are for a 
range of Rayleigh numbers (Ra = 0.84~ 1.2 x 106) and for a 
fully developed velocity profile at the inlet of the tube. The 
calculated mean Nusselt numbers are somewhat higher than 
the experimental values but are within the range of experimen
tal uncertainty. Although not presented here, the range of the 
data of Oliver (1962) (Ra= 1.46- 1.84 x 106, Pr= 16.85) and 
of Depew and Zenter (1969) (Ra = 3.64x 105, Pr=13.4) 
brackets the values of Num predicted in the present work. A 
detailed comparison of the data for horizontal isothermal 
pipes has been made by Ou and Cheng (1977). 

Concluding Remarks 
The equations governing the developing laminar mixed con

vection in the entrance region of an isothermal, inclined cir
cular tube have been solved using a three-dimensional 
parabolic computational technique. The formulation 
presented in this work permits a study of the buoyancy and in
clination angle effects without the need for a numerical solu
tion for each inclination angle. The solutions have mainly 
been presented for an air flow of Prandtl number 0.7; 
however, the Prandtl number effect has been demonstrated. 

The effect of the secondary flow and the aiding main flow 
direction buoyancy force has been found to be significant. The 
buoyancy effects increase with the axial direction until they 
reach a maximum and then decay as the fully developed situa
tion is attained. The secondary flow distorts the axial velocity 
and temperature distributions and the nature of the distortion 
depends on the relative magnitudes of Ra* and Q. The cir
cumferential average Nusselt number and the friction factor 
reach a local maximum at an axial location where the buoyan
cy effects are the most intense. Increases in the Nusselt 
number and the friction factor over the forced convection 
values may be as much as 200 and 225 percent, respectively. 

The effect of the Prandtl number is diminished for Prandtl 
numbers greater than 10. Comparisons with numerical and ex
perimental results for the vertical and horizontal tube orienta
tions show reasonably good agreement for the mean Nusselt 
number and bulk temperature variations in the entrance 
region of the tube. The solutions presented here serve as useful 
data and provide insight into the complex interaction of fluid 
flow and heat transfer in the entrance region of inclined tubes. 
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Flows in Vertical Channels With 
Asymmetric Wall Temperatures 
and Including Situations Where 
Reverse Flows Occur 
Numerical investigations are conducted into steady laminar combined convection 
flows in vertical parallel plate ducts with asymmetric constant wall temperature 
boundary conditions. The streamwise diffusion terms in the governing equations are 
neglected and the resulting parabolic equations are expressed in an implicit finite dif
ference scheme and solved using a marching technique. In certain situations the 
combination of the size of the ratio \Gr/Re\ and the difference in temperature be
tween the walls of the duct is such that the fully developed flow profile, as the 
streamwise coordinate tends toward infinity, includes reverse flow in the vicinity of 
the cold wall. Techniques first used in a previous study are employed in finding a 
solution through the whole domain of the fluid for those situations involving reverse 
flow in the fully developed region. Comparisons with existing data near the duct en
trance and far along the duct show very good agreement. 

1 Introduction 
The problem of obtaining numerical solutions for combined 

convection flows in vertical parallel plate ducts with asym
metric wall temperature boundary conditions has received in
creasing attention recently because of its relevance to, for ex
ample, the modeling of the cooling processes in modern elec
tronic devices in which vertically mounted circuit cards are 
positioned in such a way as to form vertical channels (Aung et 
al., 1973; Aung, 1973; Aung and Worku, 1986a). During their 
operation the temperature of these electronic devices must be 
carefully controlled in order to maintain good performance 
and reliability. In many situations cooling is carried out using 
only natural convection (Aung et al., 1973; Aung, 1973), 
however more recently higher density packaging has meant 
that in some devices it is necessary to cool using forced flow, 
but even in these situations natural convection can still be very 
significant (Aung and Worku, 1986a, 1986b). 

Combined convection flows are often modeled by neglect
ing the streamwise diffusion terms in the momentum and 
energy equations. The relevance of the streamwise diffusion 
terms is, in general, dependent upon the magnitude of the 
Reynolds and Peclet numbers. In situations where the 
Reynolds and Peclet numbers are relatively large, Re, P e » 1, 
it can be seen using a suitable nondimensionalization that the 
transverse diffusion terms in the governing momentum and 
energy equations, respectively, are far more important than 
the streamwise diffusion terms. In this study the streamwise 
diffusion terms are assumed to be negligible and the problem 
reduces to solving the boundary layer equations. These equa
tions are parabolic in nature and are solved using finite dif
ference methods and a marching technique. This method re
quires the specification of boundary conditions at the entrance 
of the channel and then the solution can be calculated up to a 
point where either the flow becomes fully developed or reverse 
flow is first detected. The governing equations of these types 
of flow can be nondimensionalized in such a way that the solu
tion is only dependent upon three nondimensional quantities, 
namely the Prandtl number Pr, the ratio of the Grashof 
number to the Reynolds number Gr/Re, and dR = (TWL -

TWR)/(TB — TWR), where Te is the entry temperature of the 
fluid, TWR, and TWL are the temperatures of the walls, and 

• s r „ or TWR < TWL > T. depending upon whether 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
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Gr/Re is less than or greater than zero, respectively. In certain 
circumstances the ratio IGr/Rel can become sufficiently large 
to produce a flow reversal at some point in the flow. In these 
situations a marching solution procedure may diverge because 
the flow in the reverse flow region is in the opposite direction 
to the direction of the marching, and hence information vital 
to the upstream solution is ignored. The flow reversals occur 
either near the center of the duct or adjacent to the cold wall 
or in both positions. In this paper emphasis is placed on situa
tions where the flow reversals are adjacent to the cold wall. 
Flow reversals near the center of the duct were dealt with by 
Ingham et al. (1987) for the case of symmetrically heated ducts 
and they may be treated in a similar manner for the asym
metric heating situation. This is however beyond the scope of 
the present investigation. Aung and Worku (1986a, 1986b) in 
their recent papers discuss the problems encountered with flow 
reversal and they indicate the need for more work to be per
formed in this area. In particular they consider situations 
where flow reversal is present in the fully developed flow 
region and they predict asymptotic solutions in the fully 
developed region by assuming parallel flow and a constant 
pressure gradient along the duct. Although they were able to 
compute solutions up to the first point of reverse flow, they 
were not able in general to march from this point through to 
the fully developed flow region. 

In this paper the problem, as considered by Aung and 
Worku (1986a), is formulated in terms of a nondimensional 
stream function, vorticity, and temperature. The solution pro
cedure used is of a marching type, although the direction of 
the marching may be varied, and the governing nondimen
sional parameters are Pr, Gr/Re, and 8R as above. In situa
tions where no flow reversal is present the governing implicit 
finite difference equations are solved by marching from the 
entry of the duct into the region of fully developed flow. In 
situations where IGr/Rel is sufficiently large to cause flow 
separation at the cold wall an approximation similar to the 
FLARE approximation, used by Reyner and Fliigge-Lotz 
(1968) and Cebeci et al. (1982), is introduced in order to allow 
the marching to be continued into the fully developed flow 
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region. The solution thus obtained can be iterated upon using 
a method similar to that employed by Williams (1975). The 
techniques used in this paper are the same as those used by In
gham et al. (1987) for the solution of the boundary layer equa
tions in a parallel plate duct with symmetric wall temperature 
boundary conditions. 

Complete solutions have been obtained for developing 
flows in which flow separation is present. The results achieved 
using this new numerical technique are in full agreement with 
those obtained by Aung and Worku (1986a, 1986b) both near 
the entry of the duct and in the fully developed region. 

There is in the types of flow considered in this paper the 
possibility of instabilities occurring in both the developing and 
fully developed regions of the flow. A stability analysis of a 
related problem is considered by Yao (1987) and regions of 
both stable and unstable flow are identified. An experimental 
investigation is carried out by Morton et al. (1987) into 
another related problem and photographs of stable configura
tions are displayed for developing recirculating flows. A 
stability analysis is however beyond the scope of the present 
paper. 

2 Model and Governing Equations 

Steady laminar combined convection of a fluid with velocity 
(u, v) between two vertical parallel plates in the semi-infinite 
domain -a<x<a, 0<j><oo as illustrated in Fig. 1 is the 
situation under consideration. In the model, fluid at constant 
temperature T= Te is assumed to flow from the semi-infinite 
domain - o o < x < o o , - oo<y < 0 into a parallel plate duct in 
such a way that the velocity at y = 0, - « < x < a , (0, ve), is 
constant and upward in the_>> direction. The walls of the duct 
are at constant temperatures, TWR and TWL, where 
TWR a TWL > Te or Te > TWL > TWR but in general TWR is not 
equal to Te so that the effects of natural convection on the 
system are significant. The acceleration due to gravity, g, acts 
vertically downward in the opposite direction to the forced 
convection. The fluid is considered to be Newtonian with con
stant dynamic viscosity, thermal conductivity, specific heat 
capacity, and coefficient of expansion. Density variations are 
assumed to be negligible except in the buoyancy term of the 
vertical momentum equation (Boussinesq approximation). 

The above assumptions are made in order to keep the model as 
simple as possible, although inclusion of variations in some of 
the physical properties should not in theory be difficult to in
troduce into the numerical analysis. Viscous dissipation is ig
nored in the energy equation as it was shown to have only a 
small effect (Collins, 1975). 

The governing equations are the continuity, transverse 
momentum, stream wise momentum, and energy equations 
and these can be reduced using the same theory and notation 
as used by Ingham et al. (1987) to the following nondimen-
sional form: 

Q = 
~3XT 

d\P dQ 

dX dY 3Y dX 

d^ dQ 32Q Gr 90 

dX2 Re dX 

d\(> 36 d4> dd 1 32d 

dX dY dY dX Pr dX2 

(1) 

(2) 

(3) 

where Re = aum/v is the Reynolds number, a the half-width of 
the duct, um a characteristic velocity taken in this study to be 
the mean velocity, v the kinematic viscosity, Pr = via the 
Prandtl number, a the molecular thermal diffusivity of the 
fluid, Gr = gP(Te-TIVR)a1/v2 the Grashof number, 
/? = ( - \/p)/(dp/dT) the coefficient of expansion with respect 
to T, and p the density of the fluid. The coordinates (X, Y) are 
nondimensional and are defined by a(X, ReY) = (x, y) and i/s 
fi, and 0 are the nondimensional stream function, vorticity, 
and temperature, respectively; these are defined as follows: 

U 

Q = 

1 

Re 

dV 

dxj, 

dY 

1 

, v= 

dU 

dt 
~dX~ 

3X Re 3Y 

= (,T-TWR)/(Te-TWR) 

(4) 

(5) 

(6) 

where (U, V) are the nondimensional velocities defined by 
um(U, V) = (u, v). The stream wise diffusion terms, which are 

N o m e n c l a t u r e 

a = half-width of the duct 
Ac = flow cross-sectional area 

/ = friction factor 
g = acceleration due to gravity 

Gr = Grashof number 
= g(3(Te-TWR)ai/v2 

h = local heat transfer coefficient 
H = finite difference step size 

across the duct 
k = thermal conductivity of the 

fluid 
K = finite difference step size along 

the duct 
N = number of finite difference 

steps across the duct 
AW = number of finite difference 

steps along the duct 
Nu = Nusselt number = ha/k 
Pe = Peclet number = RePr 
Pr = Prandtl number = via 
Re = Reynolds number = aum/v 

T = temperature 
u = transverse velocity 

U = dimensionless transverse 
velocity = u/um 

um = mean velocity 
v = streamwise velocity 
V = dimensionless streamwise 

velocity = v/um 

x = transverse coordinate 
X = dimensionless transverse 

coordinate = x/a 
y = streamwise coordinate 
Y = dimensionless streamwise 

coordinate=y/aRe 
a = molecular thermal diffusivity 
/3 = coefficient of thermal 

expansion = ( - \/p)(dp/dT) 
5 = average change for the step 

doubling test 
e = small parameter 
6 = dimensionless temperature 

= {T-TWR)/(Te-TWR) 
6R = value of 0 on wall at X= 

- 1 = (TWL — TWR)/{Te — TWR) 

v = kinematic viscosity 
p = density 
\p = dimensionless stream function 
Q = dimensionless vorticity 

Subscripts 
e = entry value 
/ = transverse finite difference 

suffix 
j = streamwise finite difference 

suffix 
m = flow average value 

WL = value at the inside of the wall 
at X= -1 

WR = value at the inside of the wall 
&tx=\ 

oo = value in the fully developed 
region of the duct 

Superscripts 
* = value calculated at X= — 1 
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////////////////////////, 

V 

"velocity = 

' velocity (u,v) 

V////////A/////////////// 

Fig. 1 Schematic view of the mathematical model and the solution 
domain 

of order 1/Re2, have been neglected in the above reduction. 
The nondimensional boundary conditions for this problem 

are as follows: 

MX=-\, 0<y<oo: $=-l, 

A t A ' = l , 0 < F < o ° : ^ = 1 , 

3^ 
dX '' 

dip 

dX 

=0, e=t (7) 

= 0, 6» = 0 (8) 

A t Y = 0 , - 1 < X < 1 : ij, = X, fi = 0, 0 = 1 (9) 

where 6R is equal to {TWL — TWR)/(Te — TWR). Equations 
(l)-(3) are parabolic in nature and hence no boundary condi
tion as y—oo is needed in order to solve them. Equations 
(l)-(3) give the desired description of the flow under con
sideration and they are solved subject to the boundary condi
tions given by equations (7)-(9). 

3 Solution Technique 

The solution to the problem is obtained by expressing the 
governing equations (l)-(3) in finite difference form and solv
ing them using a marching procedure subject to the boundary 
conditions (7)-(9). The finite difference scheme used is as used 
by Ingham et al. (1987), a fully implicit scheme with backward 
differences being used in the streamwise direction and central 
differences in the transverse direction. The compatible finite 
difference forms of equations (l)-(3) are (Ingham et al., 1987) 

1 

(10) 

1HK w,+ u+1 -\^_lj+l)(fl;,,-+l-0/,y) 

- ( ^ / j + l - ' M W + U + l - f y - l J + l ) ! 

~"7rt"(^i + U + l — 2fijj + i + 0 j _ l j + 1) 

Gr 
r(0l + U+l ' 0/-W+l) 

2HK m+ IJ+i 

2ReH 

^-lJ+ly.eu+l-eu) 

( i i ) 

- Wu+i-tij) (0,+ ij+i -6i_iJ+l)) 

1 
(12) 

The suffices (/, y) refer to the point at X= (; '- \)H on they'th 
streamwise location, H and K are the step sizes in the X and Y 
directions, respectively, and H= 1/N, where N is the number 
of steps used across the duct. The solution technique is such 
that the step size in the streamwise direction can be doubled at 
selected axial locations if loss of accuracy in doing so is seen to 
be negligible. The number of steps taken in the axial direction 
NN is chosen in such a way as to allow the marching to pro
ceed right through to the region of fully developed flow. The 
above scheme allows information to be calculated at con
secutive streamwise locations by starting at the duct entrance 
and marching in the same direction as the flow. The boundary 
conditions, equations (7)-(9), are treated in a similar way to 
the paper by Ingham et al. (1987), the vorticity on the bound
aries being determined to second-order accuracy using Taylor 
series expansions of fi and \p on X= 1 and X= — 1, using the 
fact that d\l//3X=0 at X= ±1 and equation (1) evaluated at 
X= ± 1. This leads to 

n lj'+l -~JjT(i+^2J+l> Y " 2 j + 1 ,)" 
1 
- Q , 

" N + 1J+1 • 

3 1 

(13) 

(14) 

Equations (10)-(14) represent 37V— 1 equations in 3N-1 
unknowns and hence provide sufficient information to solve 
the problem at streamwise step j + 1 given the solution at step 
j -

As they stand, equations (11) and (12) include nonlinear 
terms, so in order to be able to apply Gaussian elimination to 
the whole system it is necessary to replace terms such as 
(ii+U+1 - i'i- iJ+i) by Wi+u-ti- ij) in order to linearize the 
system. This does not affect the compatibility of any of the 
equations, although the accuracy of the solution may suffer 
slightly. It is thus possible using Gaussian elimination to solve 
the problem at streamwise location y+1 using information 
from streamwise location j and hence to march along the duct 
computing solutions until the fully developed region is 
reached. 

In flows where hydrodynamic and thermal development are 
relatively slow, many streamwise steps may have to be taken to 
march through to the fully developed region. Due to limita
tions in both computing time and storage space there is 
therefore a need occasionally to double the streamwise step 
size; this is carried out in the following way. Consider the 
marching procedure to be at the stage where the solution has 
just been computed at streamwise locations j+ 1 andy using a 
step size Kand information from locationsy andy— 1, respec
tively. The streamwise step size is now doubled if doing so 
does not greatly affect the accuracy of the solution. The loss 
of accuracy is determined by calculating the solution at 
streamwise location y'+ 1 using the solution from location y— 1 
and a step size of 2K and then calculating the quantity 5 given 
by 

1 

3/V-l 
(15) 

where the superscripts refer to the step size used in the calcula
tion of the finite difference variables. If 5<e, where e is usu
ally taken to be about 10"3, the streamwise step size is in
creased to 2K and the calculation at y + 2 started. For con
venience in programming this test is only carried out at most at 
every second step, although in practice it is only carried out 
every four or five steps. 

In situations where 8R is relatively close to 1 or IGr/Rel is 
large or for certain other combinations of 6^ and IGr/Rel 
flow separation from the colder wall may take place. In many 
situations the flow never rejoins the cold wall and reverse flow 
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Fig. 2 

is present in the fully developed flow profile. In general when 
reverse flow occurs the numerical solution procedure becomes 
unstable because information is traveling in the direction op
posite to the direction of the marching. When the reverse flow 
is very weak it is often possible to march through to the fully 
developed flow region without the solution procedure becom

ing unstable; however this is the exception rather than the rule 
and when the reverse flow is reasonably strong problems are 
encountered with the solution technique. These problems are 
overcome by first constructing an approximate solution 
throughout the region of reverse flow and then iterating upon 
this approximation using techniques very similar to those 
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(9) 2.5 

Fig. 2 Streamwise velocity profiles for the indicated values of Gr/Re 
and «R at Y = 0 (1), 0.048 (2), 0.12 (3), 0.232 (4), 0.648 (5), and oo (6) 

employed by Ingham et al. (1987). In the paper of Ingham et 
al. (1987) an approximation is calculated in the reverse flow 
region by modifying the \p profile at a particular streamwise 
location j , in such a way as to make it monotonic increasing, 
^i+tj — ̂ iji '= 1» ^> s o t n a t no negative streamwise velocities 
can be present for the calculation at streamwise step j+l. 
After the calculation at streamwise step j+l the old \p profile 
is replaced at step j . Using the above technique an approx
imate solution to the finite difference equations can generally 
be obtained in situations where reverse flow is present. An 
iteration is then carried out by marching backwards and 
calculating a new approximation in the reverse flow region on
ly, where forward differences must be used in the streamwise 
direction in order to maintain stability, and then marching 
forward and calculating a new approximation in the forward 
flow region only. Boundary condition points are taken to be 
the first point in the forward flow region for the backward 
sweep and the first point in the reverse flow region for the for
ward sweep. At the boundary condition points i/s fi, and 6 are 
assumed to be constant and are put equal to their values 
calculated during the previous forward or backward sweep, 
respectively. After each iteration a test for convergence is car
ried out; when the convergence criterion is satisfied the itera
tion procedure is terminated and marching is continued 
beyond the region of the duct containing the region of reverse 
flow until a point is reached where the flow profile is fully 
developed. The only difference in this paper is the fact that in 
many of the situations considered reverse flow is present in the 
fully developed flow profile so whereas in the paper by 
Ingham et al. (1987) the approximation marching sweep is 
stopped a few steps beyond the last point at which reverse flow 
is detected, here the marching must be continued well into the 
fully developed flow region. The iteration procedure is then 
carried out in the same manner as before, but when con
vergence is achieved the solution is complete and no further 
marching is necessary. This iterative scheme allows the reverse 
flow region to change its shape gradually because the 
upstream sweep modifies the boundary condition for the 
downstream sweep and the downstream sweep modifies the 
boundary condition for the upstream sweep. This technique 
clearly only allows a very slow change in the position of the 
dividing streamline but this is exactly what is required in order 
to maintain stability. 

4 Results 

The results presented in this paper are calculated on a finite 

914/Vol. 110, NOVEMBER 1988 

difference grid consisting of 40 uniform steps across the width 
of the duct and up to 160 steps of nonuniform length along the 
duct. A comparison between a particular set of these results 
and the corresponding results computed on a grid involving 80 
transverse steps would suggest that the results obtained for the 
stream function when 40 transverse steps are used are correct 
to within 2x 10 "2 near the leading edges of the duct and to 
within 2x 10~3 elsewhere. The initial streamwise step length 
used in the calculations is 10 ~3. Problems are encountered in 
reducing this step size below 5 x 10 "4 and these problems can 
only be overcome by increasing the number of finite difference 
steps across the width of the duct. 

The situations investigated in this paper involve cases where 
the free convection aids the forced convection, for example 
heating of the fluid in upflow, and where the free convection 
opposes the forced convection, for example cooling of the 
fluid in upflow. The Prandtl number Pr is chosen to be 0.72 as 
this value is characteristic of many common gases, in par
ticular, air. In general the value of BR is chosen to be nonzero 
although a few calculations carried out with 0R = 0, including 
one in the forced convection limit, were found to agree with 
the results for the stream function of Ingham et al. (1987) to 
within 2xl0~5 at every point on the finite difference grid. 
Further comparisons were made in the forced convection 
limit, Gr/Re = 0, with the results of Aung and Worku (1986a) 
and the two sets of solutions were found to be graphically 
indistinguishable. 

The results obtained in situations where reverse flow is 
present in the fully developed flow region can be compared 
with the exact solution in the fully developed flow region, as 
determined by Aung and Worku (1986b). This exact solution 
can be expressed, in the slightly different notation used in this 
paper, as follows: 

e=h.(\-X) (16) 

K=^^L4 ( ; f 2- i ) +4- ( i- j r 2 ) (i7) 

Re 12 I 
It can be deduced from equation (17) that for a given value of 
6R reverse flow is present in the fully developed flow profile if 

so the sign of Gr/Re is not important when determining 
whether or not a flow reversal is present. 

The results are presented in such a way as to allow the 
behavior of the solution to be studied as one of the governing 
parameters, 6R or Gr/Re, is varied while the other is held con
stant. Firstly consider 8R to be fixed at 0.5 so that the wall at 
X= - 1 is at a temperature exactly halfway between the 
temperature of the wall at X= 1 and the entry temperature of 
the fluid. Figures 2(a-d) illustrate velocity profiles for the 
situations where Gr/Re = 30, 15, -40, and -80, respectively, 
where the first two values correspond to cases where the free 
convection opposes the forced convection and the last two 
values correspond to cases where the free convection aids the 
forced convection. In each diagram the streamwise velocity 
distributions corresponding to the streamwise distances Y=0, 
0.048, 0.12, 0.232, 0.648, and oo are displayed and they are 
numbered in such a way that 1 corresponds to Y=0, 2 to 
Y= 0.048, etc. The general characteristics of these types of 
flow are a reduction in the streamwise velocity of the fluid, 
with respect to the entry velocity, near the colder of the two 
walls and a peak in the velocity profile in the half of the duct 
adjacent to the hotter wall at any particular streamwise loca
tion. It is found from the numerical results that an increasing 
positive value of Gr/Re leads to separated flow from the cold 
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wall, which, because these situations correspond to cooling in 
upflow, is the wall at X=\. This trend is illustrated in Figs. 
2(a) and 2(b). When Gr/Re = 30 the flow rejoins the wall at 
around F=0.88; however this is not always the case and for 
larger values of Gr/Re there may be reverse flow present in the 
fully developed flow profile. Figures 2(c) and 2(d) give an il
lustration of the fact that for decreasing negative Gr/Re 
reverse flow again appears at the cold wall, which in these 
situations corresponding to heating in upflow is at X= — 1. In 
both of these cases reverse flow is present in the fully 
developed velocity profile, as would be expected from equa
tion (18), although it is quite clearly very much more signifi
cant for Gr/Re = - 8 0 than for Gr/Re = - 4 0 . 

Now consider the value of Gr/Re to be fixed at - 4 0 in 
order to investigate the effects of varying 8R on the 
mathematical model. Streamwise velocity distributions cor
responding to values of 8R of 0.2, 0.5, 0.8, and 1.0 are 
displayed in Figs. 2(e), 2(c), 2(f), and 2(g), respectively. 
The numbers on the plots correspond to the same values of Y 
as before. In all four situations the colder wall is at X= — 1 
and hence the peak in streamwise velocity is between X= 0 and 
X=\. It is interesting to notice that for Y<0.048 the dif
ferences in the velocity profiles in Figs. 2(a) to 2(g) are 
relatively small in comparison with the differences further 
along the duct. Figures 2(c), 2(f), and 2(g) all show reverse 
flow in the fully developed flow profile as would be expected 
from equation (18) and a second-order extrapolation between 
solutions calculated for 0^=0.5 with 20 and 40 finite dif
ference steps across the width of the duct shows an agreement 
with the exact solution in the fully developed flow region, as 
given by equation (17), to within 10 ~3 at every transverse 
location. 

In order to examine the effects of the above flows on the 
temperature distributions, contour plots of temperature and 
flow average temperature distributions were considered. It 
was found that the presence of reverse flow does not produce 
any significant change in the temperature contours. For this 
reason and for ease of comparison between different situa
tions only the flow average temperature distributions are 
presented in this paper. The flow average or mixing cup 
temperature at any particular streamwise location can be ex
pressed as follows (Shah and London, 1978): 

(a) 

T =-
1 

vTdAr (19) 

where Ac is the flow cross-sectional area. For the situation 
under consideration equation (19) can be reduced to 

1 2 J - i dX 
6dX (20) 

6m is evaluated using Simpson's rule and its value is plotted 
against F i n Figs. 3(a) and 3(b) for all the situations con
sidered previously. 8R is fixed at 0.5 in Fig. 3(a) where d„, is 
also plotted for the case of pure forced convection, Gr/Re = 0, 
and Gr/Re is fixed at - 4 0 in Fig. 3(b) where 8,„ is also plot
ted for the symmetric case, 8R=0. From Fig. 3(a) it can be 
seen that 8m decreases more rapidly when Gr/Re is large and 
negative and this implies that heat transfer takes place more 
efficiently when the free convection aids the forced convec
tion. It can also be seen from Fig. 3 (a) that when the free con
vection opposes the forced convection the heat transfer is in
hibited when compared to pure forced convection, as would 
be expected. The fully developed values of 8m are different for 
each of the situations illustrated in Fig. 3 (a) because they are 
dependent upon the fully developed velocity profiles, which 
were seen to be considerably different earlier. In Fig. 3(b) 8„, 
is seen to decrease with 6R at every streamwise location, as 
would be expected. The temperature in the fully developed 

(b) 

1.0 

0.9 

' 0 . 8 

0.? 

0.6 

0.5 -

0.4 

0.3 

0.2 

0.1 

0.0 

\ \ \ 

v v ^ ? ^ 

1 1 1 

9R = 0.5 

Gr/Re 

O 

1 1 i ^ -

Gt/Re = -40 .0 

0R 
^ ^ 1 0 

0-8 

"~~~— O'S 

~"~— 0-2 

~-——. O'O 1 

Fig. 3 Dimensionless mean temperature distributions for (a) On =0.5, 
(b) GrIRe = - 40 

region of the duct can be deduced exactly from equations (16) 
and (17) to be the following: 

Gr 
(21) 9 = ^ + ^ _ 

"'•m 2 180 Re 
Each of the plots in Figs. 3(a) and 3(b) was found to be in 
agreement with equation (21) to within 5 x 10 ~3 for large Y. 

A simple heat balance at the wall of the duct at X= 1 leads 
to the following expression: 

h(Tm-T\x=x) = 
dT 

dX U=i 
(22) 

where h is the local heat transfer coefficient between the fluid 
and the wall and k is the thermal conductivity of the fluid. 
Defining the Nusselt number Nu to be equal to ha/k, and ex
pressing T in terms of 8, leads to 

Nu = 
88 

dX 
J(0m-8\x=i) (23) 

As a comparison now define the local Nusselt number at 
X= -1, Nu*, to be the temperature gradient at X= - 1 di
vided by the same reference temperature gradient as used in 
equation (23) 

Nu* 
361 I 
dX \x=-i i0m-0lx-l) (24) 

Nu and Nu* are plotted against Kin Figs. 4(a) and 4(b) for 
the same parameter values as were used in Figs. 3(a) and 
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3(6), respectively, with Nu being represented by solid lines 
and Nu* by broken lines. From Fig. 4(a) it can be seen that 
Nu is large for large negative Gr/Re again implying that heat 
transfer is more efficient in flows where the free convection 
aids the forced convection. The Nu* profiles also imply more 
efficient heat transfer at X= - 1 for Gr/Re large and negative 
because over most of the length of the duct the magnitude of 
INu* I is greatest when Gr/Re is large and negative. Of par

ticular interest in Fig. 4(a) is the behavior of Nu when 
Gr/Re = 30. For F<0.1 the curve for Gr/Re = 30 follows the 
pattern exhibited by the other four curves; however for 
0.1 < F < 1.0 the effects of the flow separation on the Nusselt 
number become very apparent. Heat transfer is clearly 
enhanced by the recirculation region and it is only when 6m 

falls below the value of 8R that the Nusselt number begins to 
fall again toward its fully developed value. In Fig. 4(b) it can 
be seen that heat transfer seems to take place most efficiently 
for 6R close to 1. The plot for dR = 0, that is the symmetric 
case, does not however seem to fit in with the trends of the 
other curves. This is due to the fact that when dm falls below 
the value of 9R there is a relatively rapid fall in the values of 
both Nu and Nu*. Since for 6R = 0 it must always hold that 
d„, > dR this rapid fall never occurs in the symmetric case. This 
can be verified by performing a calculation with 6R = 10~5; in 
this situation Nu and Nu* are found to follow the curves for 
6R = 0 until 6m falls below 6R, when they fall very quickly to 
fully developed vaues, which agree with the trends in Fig. 
4(b). It is also apparent from Fig. 4(b) that the presence of 
reverse flow adjacent to the wall at X=—\ produces an 
enhancement of the heat transfer at the wall at X- 1 and this 
has the effect of partially cancelling out the fall in Nu as 
described above. This means that any two independent curves 

with 0R ;*0 cross over at some point on the graph. The exact 
fully developed values of equations (23) and (24) are given 
respectively as follows: 

Nu; 
. - > • 

Gr 

90 Re 
(26) 

Equations (25) and (26) agree to within 5 x l O - 3 with the 
values plotted in Figs. 4(a) and 4(b) for large Y. 

The friction factor at the wall x = a at any particular stream-
wise location can be expressed as follows (Ozisik, 1985): 

8« dv I 
/ = (27) 

Re«,„ dx \x=a 

Putting v^umV and x = aX and using V=d\p/dX and equa
tion (1), equation (27) reduces to 

Re 
(28) 

Similarly the friction factor at the wall X= - 1, f*, can be ex
pressed in the form 

/ * • • Re 
0 1 , (29) 

Re/and Ref* are plotted against Fin Figs. 5(a) and 5(b) for 
the same parameter values as were used in Figs. 3(a) and 
3(b), respectively, with Re/being represented by solid lines 
and Re/* by broken lines. In Figs. 5(a) and 5(b) negative 
values for Re/ and Re/* imply flow separation from either 
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X= 1 or X= — 1, respectively, and large positive values of Re/ 
and Re/* imply streamwise velocity peaks in the half of the 
duct adjacent to X= 1 or X= - 1 , respectively. In Fig. 5(a) it 
can be seen that large negative values of Gr/Re produce flow 
separation from the wall at X= — 1 and that large positive 
values of Gr/Re produce flow separation from the wall at 
X=\, which is in agreement with earlier results. Figure 5(b) 
shows that as 6R is increased the velocity profile begins to peak 
near the wall at X= 1 and flow separation occurs from the wall 
at X= — 1. The exact fully developed values of equations (28) 
and (29) are given, respectively, as follows: 

'-i^-Tr-i-} 

Equations (30) and (31) agree with the values displayed in 
Figs. 5(a) and 5(b) to within 5 x l 0 - 2 . 

Where comparisons were possible the results obtained in 
this investigation, near the entrance of the duct, were found to 
be graphically indistinguishable from those of Aung and 
Worku (1986a). 

5 Conclusions 

Solutions to combined convection flows in vertical parallel 
plate ducts with asymmetric wall temperature boundary condi
tions are presented. The solution technique is of a marching 
nature and when regions of reverse flow are encountered the 
solution is formed by using an iteration technique based on 
marching only in regions where the flow is in the same direc
tion as the direction of the marching. When reverse flow is 
present, either over a finite length of the duct or in the fully 
developed flow profile, the whole development of the flow is 
presented, from entry through to the fully developed region, 
for all the situations considered. Comparisons with existing 
literature, where possible, show very good agreement. 

Results presented for heat transfer data imply that for a 
fixed value of 9R heat transfer is most efficient for Gr/Re 
large and negative and that for a fixed value of Gr/Re heat 
transfer is most efficient when the entry temperature of the 
fluid is equal to the temperature of the cold wall. The results 
confirm the expected conclusion that compared to the pure 
convection case, aiding free convection enhances the heat 

transfer, whereas opposing free convection inhibits the heat 
transfer. It is also found that over sections of the duct contain
ing reverse flow there is a significant improvement in the heat 
transfer. 

The techniques presented in this paper open the way for 
many more new investigations into problems involving asym
metric wall boundary conditions where the effects of natural 
convection are very significant. 
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Molten Metal Flow Around the 
Base of a Cavity During a High-
Energy Beam Penetrating Process 
An axisymmetric, quasi-steady-state model for the flow of molten metal in a thin 
layer surrounding the lower region of a vapor-filled cavity formed during a high-
energy beam penetrating process is investigated for the first time. The shape of the 
vapor-liquid interface is determined by solving the momentum and energy equations 
and satisfying global mass conservation. Results show that the effective surface 
pressure and the force caused by the surface tension induce the upward flow of the 
liquid layer, which is responsible for the formation of the cavity. Distributions of 
the cavity temperatures, the liquid layer thickness, and the tangential velocity are 
also presented in this initial study. 

Introduction 

High-energy beam welding or drilling is characterized by a 
narrow and deep vapor-filled cavity. The current hypothesis 
given, for example, by Schiller et al. (1982) and Connor et al. 
(1987) for the formation of the cavity is that, at a high power 
density, and for a temperature rise at the surface on which the 
beam impinges, the vapor pressure increases and results in the 
formation of a needlelike vapor-filled cavity, which is sur
rounded by molten material. As a result of this cavity the 
beam can penetrate deep into the workpiece. When the power 
density rises to extreme values, both the vapor pressure and 
the evaporation rate become so high that the whole melt is 
ultimately ejected by the vapor stream and a deep and narrow 
cavity is finally formed. Due to the complexity of the process, 
understanding of the formation of the cavity and its 
penetrating phenomena are still lacking at the present time. 

A systematic study of the high-energy beam penetrating 
process is of practical importance. Leskov et al. (1975) used a 
piezoelectric sensing element to record the reaction forces on 
the lower surface of a welding cavity. Intensive vaporization 
was found to take place at the base of the cavity only. As a jet 
of vapor moves upward, a projection occurs on the surface of 
the liquid layer due to an interfacial pressure. If the projection 
is in the path of the high-energy beam, the upper liquid surface 
will be heated to a very high temperature and the pressure in
duced from the vapor generated (the recoil pressure) 
associated with this high temperature will drive the projecting 
liquid toward the bottom of the cavity. Possible instability of 
penetration is associated with the formation and movement of 
projections toward the cavity base. Arata et al. (1976) ob
served the molten metal flow by utilizing a fluoroscopic 
technique and proposed that the formation of the weld defect 
known as spiking is a result of the breakdown of the balance 
between the vapor pressure and the hydrostatic head of the 
melt. Schauer and Giedt (1978) found that the imbalance of 
the vapor pressure and the surface tension force has a close 
relationship with the spiking tendency. 

Hashimoto and Matsuda (1965) Studied the forces acting on 
the cavity during the electron beam welding process. The 
forces due to the beam impulse of the electrons on the material 
surface, and the electromagnetic effect of the beam current, 
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Processes, Thermocapillary Flows. 

are small. Only the repulsive force due to evaporation of metal 
was significant. The repulsive force in the cavity could be 
modeled by the saturation pressure acting on a small area 
related to the cavity diameter and the results showed general 
agreement with experimental data for both steel and 
aluminum. The evaporation rate was also evaluated by 
substituting the temperature measured by a thermocouple and 
the corresponding saturation pressure into the equilibrium 
equation developed by Langmuir (1913). Good agreement was 
achieved by comparing with the weight difference before and 
after welding. 

The variation of the surface tension due to nonuniform sur
face temperatures (the thermocapillary force) was found by 
Ol'Shanskii et al. (1974) to be the driving force causing the 
liquid layer to flow from the front of the cavity to the rear. His 
assessment was later confirmed by Giedt and Wei (1982), and 
Wei and Giedt (1985) by calculating the fluid flow in the liquid 
layer around an electron beam welding cavity. Due to the 
small radius of curvature of the free surface and the large ver
tical temperature gradient measured by Schauer et al. (1978) 
and calculated by Wei and Wu (1987), the force induced by the 
surface tension should be responsible for the fluid flow in the 
liquid layer during the penetrating process. 

In this study, to provide an exploratory understanding of 
the complicated high-energy beam penetrating process, an 
axisymmetric, quasi-steady state model for the flow of molten 
metal in a thin layer surrounding the lower region of a vapor-
filled cavity, formed during high-energy beam penetrating 
process, is investigated. Both the effective surface pressure, 
which is the sum of the gas pressure near the surface of the 
liquid layer and the pressure due to evaporation, and the force 
induced by the surface tension are taken into account. Results 
obtained for free surface temperature distributions, velocity 
profiles, and liquid layer thickness distributions are presented. 

Analysis 

During a high-energy beam welding or drilling process, a 
narrow and deep vapor-filled cavity is formed as shown in Fig. 
1. In this study, an rz coordinate system is assumed to move 
into the solid at a steady penetrating velocity. The shape of the 
liquid-solid interface is fixed in this coordinate system. The 
penetrating process is thus simplified to an axisymmetric, 
quasi-steady flow in this moving coordinate system. The beam 
energy density is assumed to be a Gaussian distribution. Con
sequently, the melting rate has a maximum value at the cavity 
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Fig. 1 Flow model and coordinate system for a high-energy beam 
welding or drilling cavity liquid layer 

base and decreases to zero at the edge of the cavity. The 
melting rate of the incoming solid material across the liq
uid-solid interface is thus assumed to have a Gaussian 
distribution in the r coordinate direction. The temperature 
profile across the liquid layer is assumed to be linear since the 
ratio of the liquid layer thickness to the cavity minor radius 
has been found to be less than 7 percent (see Giedt and Wei, 
1982, and Wei and Giedt, 1985). Radiative heat transfer was 
estimated to be only 0.2 percent of the beam power of 3 kW at 
a typical cavity radius 1 mm and a cavity temperature 2350 K, 
and was assumed to be negligible. 

Governing Equations and Boundary Conditions. With the 
above assumptions and estimated Reynolds and Peclet 
numbers on the order of 2400 and 60, respectively, the con
tinuity, momentum, and energy equations of an axisymmetric 

flow can be described by planar flow equations for a cur
vilinear coordinate system 

(1) 
dr0u 

dx 

du du 
+ v = -

dx dy 

d 

+
 dr°v=o 

dy 

l dPl , 
Pi dx 

1 —n 

d2U 

dy2 

dz 

dx 

dy2 

(2) 

(3) 

The shape of the liquid-solid interface is defined by a Gaus
sian distribution 

z0=h(t)[l-exp(-r2
0/2o2)] (4) 

Relative velocity components of the solid with respect to the 
moving coordinate system at the liquid-solid interface y = 0 
are 

t/(3exp(-r2/2CT2) 
u = 

vr+0"2 

t/exp(-r2/2ff2) 

(5) 

(6) 
\fT+J2 

where the penetrating velocity U = dh/dt is assumed to be 
constant as found by the experimental measurements con
ducted by Arata and Miyamoto (1973). The energy balance 
equation and the temperature of the liquid at the liquid-solid 
interface are 

dTr -k
 dT° 

y=o+ s dy y=o' 
k, 

By 
+ p,vLsl 

T, = T,„ 

(7) 

(8) 

At the vapor-liquid interface y = 8(x), the force balance 
equations in the tangential and normal directions are, respec
tively, 

In 
ds 

- + r, 
doT 

~a7 - = /W; 
du 

(9) 

Pv +f ( ) =P, + oT(-— + —) (10) 
\ pv p, / \R, R2/ 

where the first term on the left of equation (9) represents the 
force induced by the surface tension due to the change in the 
radius of the cavity, and the second term denotes the force 

N o m e n c l a t u r e 

RuRl 

A 
c 
F 

Fr 
g 
G 
h 
J 

K 
k/> ks 

L/v, Ld 
Pe 

Pl,Pv 
p* 

r, r* 

R 
Re 

J^2> ^ 2 

= empirical constant 
= specific heat 
= objective function 
= Froude number = U/(gh)os 

= gravitational acceleration 
= om/p,lPh 
= penetration depth 
= evaporation rate 
= ks/ki 
= liquid and solid thermal conductivity 
= latent heat of evaporation and melting 
= Peclet number = Uh/a., 
= liquid and vapor pressure 
= Pi/P,lfi 
= dimensional and dimensionless radial 

coordinate; r* = r/h 
= specific gas constant 
= Reynolds number = Uh/v 
= dimensional and dimensionless radii of 

principal curvature; R* = R\/h, 
Rl = R2/h 

s = distance measured along free surface 
from cavity base 

S = fi U/am 

Ste = Stefan number = cTm/Lst 

t = time 
Th Tm,Ts = liquid, melting, and solid temperature 

T^ = ambient temperature 
u = dimensional longitudinal velocity 

component 
U = penetration velocity 

u, u = longitudinal velocity components; u, 
defined in equation (15), = -d^f/dy, u 
= -dV*/dri 

v = dimensional transverse velocity 
component 

V = U/(2wRTm)0-5 

v = velocity, defined in equation (15), 

x, x* = dimensional and dimensionless 
longitudinal coordinate; x* = x/h 
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caused by the surface tension due to the temperature varia
tion, namely, the thermocapillary force. In equation (10) pv is 
the gas pressure near the liquid surface, and the second term 
on the left expresses the pressure due to evaporation, which 
can be determined from the equilibrium equation developed 
by Langmuir (1913). If equilibrium conditions are not 
satisfied, the gas pressure near the surface is less than the 
saturation pressure corresponding to the local surface 
temperature. Knight (1982) investigated transient evaporation 
from a flat surface into vacuum and found that the gas 
pressure near the evaporating surface is 20.6 percent of the 
saturation pressure when the Mach number of the evaporating 
molecules is equal to 1. This would be expected to occur at the 
cavity base due to the strong evaporation into a vacuum. As 
the average evaporating velocity decreases to zero, the vapor 
pressure approaches the saturation value. The recoil pressure 
has a minimum value around a half of the saturation pressure 
when the evaporating molecules have a Mach number M = 1. 
However, this would occur only when the cavity is initially 
formed. After it has penetrated even a short distance the vapor 
in the cavity will retard the outflow. Force balances made by 
Schauer et al. (1978) showed that vapor pressure must be very 
close to saturation values at the cavity base. For this reason, in 
this study the gas pressure near the liquid surface is assumed to 
be the saturation vapor pressure, which can be simply deter
mined from the Clausius-Clapeyron equation (Giedt, 1971). 
To be conservative the total or effective gas pressure was then 
taken to be the total of p0 plus the recoil pressure determined 
from the Langmuir equation. 

The radii of the principal curvatures Rl and R2 are deter
mined from the equation of the liquid-vapor interface 

1 d2z,- /f. / dZi ^ 2 ~ > 3 / 2 

TJr-g/N-f-) I 
l 1 dZj 

r, dr. ••(-£-)• 

( i i ) 

(12) 

The evaporation rate j , which can be calculated by the 
Langmuir equation, yields 

J = P,v (13) 
At x= 0, u = 0 to satisfy the axisymmetric boundary condition. 

thogonal coordinate system by assuming the liquid layer 
thickness to be much smaller than the radius of the cavity. The 
Mangier transformation is 

• s : m * * >~Sr 
u = u 

'ir> 
h i h 
r„ \ r„ 

by 

dx ') 

(14) 

(15) 

where h is assumed to be a constant in this initial study. The 
transformed equations (1) and (2) become 

M dv 

dx 

du 
dx 

•+v-
du 1 

dy 

dPi 

= 0 

+ v • 
d2ii dz 

dx 

(16) 

(17) 
dy p, dx dy2 

Introducing the stream function ^ to eliminate the continuity 
equation (16), the momentum equation (17) in the dimen-
sionless form becomes 

a** a2** 
dy* 

9 * * 
dx*dy* dx* 

dp? 

d2^* 
dy*2 

a 3 * * dz* 

dx* Re dy*3 Fr2 dx* 
(18) 

Immobilization Transformation. Since this is a free sur
face problem, the domain of the flow field is unknown. A sim
ple way to provide a rectangular mesh convenient for finite 
difference computations in this case is to introduce new in
dependent variables defined by 

?=x* 0<£<1 
n=y*/8* 0 < T J < 1 

Equation (18) becomes 
a * * a 2 * * i as* id**\2 a * * a 2 ^ * 

V dv > dr] d^dr, 

-8* 
dp? 
dH 

1 

3£ V dr) 

a 3 * * s*2 

d% dr,2 

dz* 
5*Re a??3 Fr2 a£ 

(19) 

Mangier Transformation. Mangier (1948) discovered a 
transformation that reduced equations (1) and (2) to an or-

Equation (19) is reduced to two equations for numerical 
computation 

Nomenclature (cont.) 

y,y* = 

z, z* = 

Oil 

r 
5* 

longitudinal coordinate, defined in 
equation (14) 
dimensional and dimensionless 
transverse coordinate; y* = y/h 
transverse coordinate, defined in equa
tion (14) 
dimensional and dimensionless vertical 
coordinate; z* = z/h 
effective surface pressure correction 
factor 
liquid thermal diffusivity 
dz0/dr0 
{d<jT/dT)TJam 
dimensional and dimensionless liquid 
layer thickness; 5* = 8/h 
immobilization coordinate = y*/8* 
dimensionless liquid and solid 
temperature; 0, = T,/T,„, Bs = 
(r s-r„)/(rm-rO 0) 
r„/r,„ 

H = dynamic viscosity 
v = kinematic viscosity 
£ = immobilization coordinate, = x* 
n = L1V/RT,„ 

Pi, pv = liquid and vapor density 
a, a* = dimensional and dimensionless shape 

parameter of liquid-solid interface; a* 
= a/h 

°m> °Y = surface tension at T,„ and T,, respec
tively; oT = a,„ + (doT/dT)(T,-Tm 

4> = angle between energy beam and free 
surface 

^ , ty* = dimensional and dimensionless stream 
function; ^* = ^r/Uh 

¥j = stream function determined from equa
tion (26) 

Subscripts 
= vapor-liquid interface 
= liquid-solid interface 
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dii 1 95* , 9** du 
U2 H 

5* 9£ 9£ dr, 

t2 dpf 1 d2u 5*2 

dl ' 5* Re 9r/2 Fr2 

9** 
" = ;— 

dz* 

a« 

Table 1 Properties of aluminum 

- 5 

Boundary conditions (5) and (6) at r, = 0 become 

5*|3exp(-/-0*
2/2ff*2) 

u--
JY+&1 

** = <J*2Z* 

Boundary conditions (9), (10), and (13) at r, = 1 become 

dr* dd, _ S dii 

~d![~!i*2~~dri~ 
- + Tr? U + m-i)]- d t - 8 £ 6 . 2 

o^exp( -n / f l ; )=A* + G [ l + r ( f l , - l ) ] 

V* = VA[ exp(-IL/e,)/yfdir;ds* 

(20) 

(21) 

(22) 

(23) 

(24) 

(25) 

(26) 

a = 1.16 by assuming that the gas pressure near the liquid 
layer surface equals the saturation vapor pressure and a strong 
evaporation occurs. The axisymmetric boundary conditions 
are 

« = 0, * * = 0 at£ = 0 (27) 

The liquid temperature 6h which is found by integrating 
equation (3) subject to boundary conditions (7) and (8), yields 

dds 
,= 1 + *(!-«=.) dr, 

+ Pe5* 
, = o 

exp(- r0*
2/2ff*2)/Ste/"0*VT+/32 (28) 

= 0~ is where the heat conduction to the solid K dds/dr, at r\ •• 
calculated by solving the energy equation of solid. 

Solutions are then obtained by substituting equations (11), 
(12), and (28) into equations (20)-(27). 

Solution Procedure. The key steps for solving this 
problem are the following: 

1 8,*, j = 1, 2, 3 at the first three grid locations are 
guessed. 

2 The stream function ^ * at the vapor-liquid interface is 
calculated by substituting 8* into the momentum equations 
(20) and (21). 

3 The stream function at the vapor-liquid interface %j is 
also determined from the evaporation rate equation (26). 

3 

4 An objective function F - .E I * / - ^ I is defined; 
this is minimized by using the Box optimization technique, 
which is described in detail by Wei and Giedt (1985). The 
desired distribution of 5/ (/' = 1,2, and 3) is determined when 
F becomes less than a specified minimum value (1 x 10~2 in 
the present study). 

5 With the first three values of 5/ known, computation 
can proceed in the longitudinal x direction. The difference in 
¥* and Vj for j > 4 is minimized by iterations at each 
longitudinal location. 

Results and Discussion 

The governing equations and their associated boundary 
conditions involve the thermal and fluid properties of the solid 
and liquid phases of the material being drilled. In view of the 

Dynamic viscosity p., kg/m-s 
Solid conductivity ks, W/m-K 
Liquid conductivity kt, W/m-K 
Melting temperature T„r K 
Liquid thermal diffusivity cej, m2/s 
Latent heat of evaporation Llv, J/kg 
Latent heat of melting Lsl, J/kg 
Thermocapillary force constant daT/dT, N/K-m 
Surface tension at melting temperature am, N/m 
Density ph kg/m3 

2.0xl(T3 

220 
106 
933 
3.8xl0~5 

lxlO7 

3.7 x10s 

-3.5X10"4 

0.914 
2124 

-

" " " " • -

-

-

u - a.5 
~~-^~ " —O^TC 

^ " ^ \ I .a 

i • • • 

m / s 

m / s 

2000 
0 0. 1 0.2 0.3 0.4 

LONGITUDINAL DISTANCE x - mm 

Fig. 2 Variation of free surface temperature distribution with 
penetrating velocity for drilling aluminum (h = 2 mm, a = 1 mm) 

limited data available at the temperatures involved, it was 
decided to make initial calculations with values appropriate 
for aluminum. Values used in the final calculations, based on 
Brandes (1983), are listed in Table 1. 

Quantitative understanding of a high-energy beam 
penetrating process is still lacking at the present time. For 
clarity, dimensional figures are provided to quantify physical 
phenomena occurring during a high-energy beam penetrating 
process in this initial study. Temperature distributions near 
the bottom of the cavity for different penetrating velocities are 
shown in Fig. 2. The cavity base temperature is found to be 
2340 K for the penetrating velocity £7=1.0 m/s and decreases 
to 2315 K for U = 0.5 m/s. It is obvious that the penetrating 
velocity, which is proportional to the intensity of the energy 
beam, has little effect on the cavity base surface temperature. 
Since the variation of the cavity base temperature with the 
beam power and the welding speed is less than 1 percent as 
shown by Wei and Wu (1987), the measurement of an electron 
beam welding cavity temperature distribution at a beam power 
1.96 kW and speed of 4.4 mm/s conducted by Schauer et al. 
(1978) is a relevant comparison. According to their results, the 
cavity base temperature was found to be 2170 K. Hence the 
difference between the measured and the calculated cavity 
base temperatures is less than 10 percent. The temperature 
gradient along the liquid surface calculated near the cavity 
base is around 370 K/mm for a penetrating velocity U = 1.0 
m/s, which is in accord with 350 K/mm for the experimental 
results. Figure 2 also reveals that the temperature gradient in
creases with increasing penetration velocity. Consequently, an 
intense energy beam can readily produce a deep and narrow 
cavity since the effect of a temperature gradient increase is to 
increase the force induced by the surface tension and the effec
tive surface pressure, which cause upward flow of the liquid 
layer. 
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Fig. 3 Comparison between rates of melting and evaporation for drill
ing aluminum (h = 3 mm, a = 1 mm, U = 0.75 m/s) 
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Fig. 4 Distributions of effective surface pressure and normal pressure 
induced by surface tension for drilling aluminum (fi = 3 mm, a = 1 mm, 
U = 0.75 m/s) 
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Fig. 5 Tangential velocity distributions in liquid layer for drilling 
aluminum (h = 3 mm, a = 1 mm, U = 0.75 m/s) 
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Fig. 6 Variation of liquid layer thickness distribution with penetrating 
velocity (h = 2 mm, a = 1 mm) 

Both the variation of the evaporation rate and the melting 
rate with distance from the base are shown in Fig. 3. It is in
teresting to find that the mass melted at the distance 0.6 mm 
from the bottom of the cavity is 1.1 x 10~3 kg/s, which is 
around 200 times larger than the 6 x 10 ~6 kg/s of mass 
evaporated. Hence most of the solid material melted is con
verted upward. The formation of the cavity is primarily due to 
the melting rate and the upward motion of the liquid layer 
rather than due to evaporation as suggested by Schiller et al. 
(1982) and Connor et al. (1987). 

The effective surface pressure and the normal pressure in
duced by the surface tension acting along the vapor-liquid in
terface are shown in Fig. 4. The effective surface pressure is 
found to be around 1.1 x 104 Pa and the normal pressure in
duced by the surface tension is 1.3 x 103 Pa at the cavity base. 
The effective surface pressure is dominant in the lower region 
of the cavity and decrease more rapidly than the normal 
pressure caused by the surface tension. It is possible that the 
latter is greater than the former in the upper region of the cavi

ty and results in spiking, which is suggested by Schauer and 
Giedt (1978). Evaluation of the effective surface pressure is 
still not definitive since it involves the interaction with the 
vapor flow and the nonequilibrium phenomena near the cavity 
surface as mentioned previously. In this study, the vapor 
pressure is assumed to be the saturation pressure, as suggested 
by Hashimoto and Matsuda (1965). The pressure due to 
evaporation is found from the Langmuir equation by assum
ing ideal evaporation. Based on the measurements conducted 
by Hashimoto and Matsuda (1965), the effective surface 
pressure predicted will be of the right order of magnitude. 

Figure 5 shows velocity profiles across the liquid layer at a 
depth of penetration h = 3 mm, a penetrating velocity U = 
0.75 m/s, and cavity shape parameter a = 1 mm. Velocities in
crease very rapidly near the vapor-liquid interface due to a 
strong force induced by the surface tension. Free surface 
velocities are found to be around 4 m/s and decrease in the 
longitudinal direction. 

The liquid layer thickness distributions for various 
penetrating velocities are shown in Fig. 6. The liquid layer 
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Fig. 7 Variation of liquid layer thickness distribution with effective sur
face pressure distribution parameter (G = 0.26, K = 2.08, Re = 2390, S 
= 1.6 x 1 0 " 3 , V = 5.6 x 1 0 - 4 , and r = -0.36) 

thickness increases from the bottom of the cavity to the upper 
region. The thickness at the bottom of the cavity is found to be 
0.09 mm for U = 1 m/s and increases to 0.12 mm at U = 0.5 
m/s. It is obvious that increasing the penetrating velocity 
decreases the liquid layer thickness. This is indicative of the 
strong influence that the force induced by the surface tension 
can have on fluid flow, since increasing the penetrating veloci
ty results in an increase in the temperature gradient. Ratios of 
the liquid layer thickness to the local cavity radius are found to 
be less than 10 percent, which satisfies the assumption for thin 
liquid layer flow in this study. The effect of the effective sur
face pressure distribution parameter on the liquid layer 
thickness for G = 0.26, K = 2.08, Re = 2390, S = 1.6 x 
1 0 - 3 , K = 5 . 6 x 10" 4 , andr= -0.36 is shown in Fig. 7. In
creasing II indicates a greater pressure drop as can be seen in 
equation (25). Hence the increase of the liquid layer thickness 
with distance x is lowered. 

From this study, the description of the mechanism of the 
high-energy density beam penetrating process is that, when a 
high-energy beam hits the surface of a workpiece, it produces 
a small molten pool. Increasing the power density causes sur
face temperatures and temperature gradients of the molten 
pool to increase. Significant effective surface pressure and the 
force caused by the surface tension then push the melt flow 
outward and upward and a shallow cavity with the metal 
liquid in a thin layer flowing along the wall is formed. Energy 
from the beam can readily melt the solid through this molten 
metal layer and induce high surface temperature gradients, 
which result in further increases in the effective surface 
pressure and the force induced by the surface tension and an 
upward motion of the liquid layer. This process is continued 
and a deep and narrow cavity is finally formed. 

Conclusions 

Conclusions drawn are as follows: 
1 A detailed mechanism of the high-energy beam 

penetrating process is provided in this study. Due to high sur
face temperatures and temperature gradients of the molten 
metal layer, the effective surface pressure and the force in
duced by the surface tension cause the liquid layer to flow up

ward and result in a deep and narrow cavity. Since the liquid 
metal evaporation rate is only 1/200 of the melting rate, it is 
believed that factors affecting the formation of a cavity are 
primarily the melting rate and the upward motion of the liquid 
layer rather than evaporation. 

2 The penetrating velocity, which is proportional to the in
tensity of the energy beam, has little effect on the cavity base 
surface temperature. The liquid surface temperature gradient 
increases with increasing penetration velocity. Hence an in
tense energy beam can readily produce a deep and narrow 
cavity due to the increase of the force induced by the surface 
tension and the effective surface pressure drop. 

3 Velocity profiles at different longitudinal locations are 
presented. The velocity increases very rapidly, for example, 
from 0.5 m/s at the liquid-solid interface to 4 m/s near the 
vapor-liquid interface due to the strong action of the force in
duced by the surface tension. 

4 The liquid layer thickness increases from the bottom of 
the cavity to the upper region. The liquid layer thickness 
decreases with increasing penetration velocity of the cavity. 
Increasing the effective surface pressure has the effect of 
reducing the increase of the liquid layer thickness. 

5 For a given cavity, the effective surface pressure is domi
nant in the lower region of the cavity and drops more rapidly 
than the normal pressure induced by the surface tension. It is 
possible that the latter becomes larger than the former in the 
upper region of the cavity and gives rise to instability. 
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Evaporative Cutting of a 
Semitransparent Body With a 
lov ing CW Laser 
The formation of a groove by partial evaporation of a moving semi-infinite and 
semitransparent solid is considered. Evaporative removal of material is achieved by 
focusing a high-power, highly concentrated Gaussian laser beam of continuous wave 
(CW) onto the surface of the solid. Surface heat losses due to radiation and convec
tion are assumed to be negligible, and conductive losses are treated in an approx
imate fashion using a simple integral method. The relevant nonlinear partial dif
ferential equations are solved numerically, and results for groove depth and shape 
are presented for a variety of laser and solid parameters. 

Introduction 
Shortly after the invention of the laser in 1960, researchers 

found that the beam from a ruby laser could melt and vaporize 
small amounts of material. From 1960 until the early 1970s, 
lasers were primarily laboratory equipment that required a lot 
of maintenance and had a very high operating cost. All of 
them operated in the pulsed mode, and had a low pulsing fre
quency. In the early 1970s, laser processing advanced further 
with the development of the C02 laser. Prior to the advent of 
the C02 laser, laser melting or vaporization of materials was 
confined to thin metal sheets ( — 2 mm) and small samples; 
however, with the new C02 laser, much thicker metal sheets 
and larger samples could be processed. From the early 1970s 
on, the application of lasers in industry increased tremendous
ly. Presently laser applications include welding, drilling, cut
ting, machining and heat treatment of materials, fabrication 
of electronic components, medical surgery, and production of 
charged particles to name a few. 

Most of the theoretical work on laser-treatment heat 
transfer to date has centered on the solution of the classical 
heat conduction equation for a stationary or moving solid. In 
these attempts, cases with and without phase change, and a 
variety of irradiation or source conditions have been studied. 
The simplest case without phase change arises when a semi-
infinite half-space is heated uniformly over its entire boundary 
surface. This type of problem was first addressed by Podolsky 
(1951), Carslaw and Jaeger (1959), White (1963a, 1963b) and 
Rykalin et al. (1967). The more realistic case of a disk-shaped 
source (pulsed or constant in time) was addressed by Paek and 
Gagliano (1972) and Bunting and Cornfield (1975). Further 
refinement of the theory was achieved by assuming the laser 
beam intensity to have a Gaussian distribution, i.e., the inten
sity decreases exponentially from the center of the beam with 
the square of radial distance; this type of problem has been ad
dressed by Ready (1971), Cline and Anthony (1977), and 
Nissim et al. (1980). 

A number of authors have considered laser heating of 
metals with temperature-dependent material properties (ab
sorptivity, thermal conductivity, and specific heat). 
Dobrovol'skii and Uglov (1974) analyzed the effect of heating 
a semi-infinite slab with a Gaussian laser, where the surface 
absorptivity varied linearly with temperature. They solved for 
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ASME-JSME Thermal Engineering Joint Conference, Honolulu, Hawaii, 
March 22-27, 1987. Manuscript received by the Heat Transfer Division 
November 21, 1986. Keywords: Evaporation, Laser Processing, Materials Pro
cessing and Manufacturing Processes. 

the two-dimensional temperature distribution and compared 
the result of their theory to a one-dimensional model 
neglecting radial effects (solved exactly by Laplace transform 
of the conduction equation). Warren and Sparks (1979) 
presented the solution for the same one-dimensional problem 
(Dobrovol'skii et al.) and gave asymptotic approximations for 
the temperature distribution of an insulated slab with variable 
absorptivity. Rykalin et al. (1977) considered laser heating of a 
slab with absorptivity and specific heat as linear functions of 
temperature. Recently Rykalin et al. (1982) solved the 
temperature distribution in a laser-heated slab numerically, 
with absorptivity, thermal conductivity, and specific heat 
varying with temperature; they showed that the combined ef
fect of nonlinearities gives substantially new results in a 
number of cases. Some researchers, in particular Brugger 
(1972) and Maydan (1970, 1971), have solved the stationary 
semi-infinite slab problem assuming that the intensity of the 
incident beam decays exponentially with distance into the 
material (internal absorption). In a recent paper, Modest and 
Abakians (1986a) considered a penetrating laser (CW and 
pulsed) irradiating a moving slab, and obtained exact solu
tions to the temperature distribution. 

The problem is considerably more complicated when phase 
transition takes place. Cases studied include stationary or 
moving sources with a variety of source conditions. Soodak 
(1943) was the first to address the problem of melting with 
complete removal of melt. He considered constant heating of 
the surface, and numerically evaluated the steady-state 
melting rate. Landau (1950) considered melting of a one-
dimensional slab with complete removal of melt (subjected to 
time-varying heating on one end, and insulated conditions on 
the other). He obtained the time-varying temperature distribu
tion in the solid, and the unsteady position of the moving sur
face; he also evaluated the limiting speed of the melting front. 
Masters (1956) considered the time-varying case of a one-
dimensional slab irradiated by a uniform heat source, and 
analyzed the effect of melt on the temperature distribution of 
the slab during the heat pulse. Rogerson and Chayt (1971) 
calculated the total melting time of a one-dimensional ablating 
slab subjected to constant heating (time and space) with com
plete removal of melt. They showed that the resultant time is 
independent of the transport properties of the material. 

The theory of laser processing is further refined by allowing 
laser penetration into the material. Dabby and Paek (1972) 
considered such problems assuming that the material 
vaporizes at the surface; however, below the surface, the 
material is heated by absorption of laser energy and is allowed 
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to attain temperatures higher than the vaporization 
temperature. These supercritical temperatures give rise to high 
pressures, and consequently material is expelled violently dur
ing the heating process. They used this model to explain the 
drilling process qualitatively. Wagner (1974) also considered 
drilling processes; however, unlike Paek and Gagliano, the ab
sorption of heat was assumed to take place at the constant 
vaporization temperature. In a recent paper, Boersch-Supan et 
al. (1984) solved the steady conduction equation for a sta
tionary semi-infinite medium under constant, but penetrating, 
irradiation. They overcome the difficulty of the moving 
boundary by allowing the solid to absorb radiation in-depth, 
which induces an in-depth solid-to-gas reaction. The newly 
formed gas escapes as rapidly as it is formed carrying sensible 
heat with it. The position of the moving boundary will now de
pend on the value of the local material density, since no 
distinct boundary exists, i.e., large values of density will 
denote the solid (unvaporized) region, and small values of it 
will correspond to the vaporized parts of the medium. 

A further complication of the problem arises if the irradia
tion source is moved across the surface (cutting rather than 
drilling). Gonsalves and Duley (1972), by considering a 
uniform disk source, found the melting isotherm for a given 
fraction of absorbed laser energy. Modest and Abakians 
(1986b), by considering a CW Gaussian laser irradiating a 
moving semi-infinite slab, solved the steady conduction prob
lem, and obtained the shape of the groove formed by this 
vaporization process. 

In the present paper, the problem of partially vaporizing the 
surface of a moving semi-infinite body by irradiation from a 
penetrating CW laser with Gaussian intensity distribution is 
considered. We adopt the formalism introduced by Boersch-
Supan et al. (1984), i.e., by assuming that the material 
removal is a volume rather than a surface phenomenon, which 
causes a change in the local density distribution. Assuming 
heat losses to be small, these losses are treated in an approx
imate fashion by a novel integral method using cubic splines 
for a profile. The resultant nonlinear equations are then 
solved numerically, and the result for the groove shape is 
presented for a variety of laser and solid parameters. 

Analysis 

In order to obtain a realistic yet feasible description of the 
evaporation front on a solid irradiated by a moving Gaussian 
laser beam, the following simplifying assumptions will be 
made: 

1 The solid moves at a constant velocity «; 
2 All material properties such as thermal conductivity k, 

specific heat c, density p, and extinction coefficient /3 are taken 
to be independent of temperature. Since in cutting applica

tions conduction losses should be relatively small, temperature 
dependence of these properties is expected to have only a 
minor effect on the results. 

3 Change of phase of the medium from solid to vapor oc
curs in one step at a single evaporation temperature Tev; 
therefore, material is evaporating within a certain volume 
where the temperature is constant at Teu. Since the medium is 
semitransparent, evaporation is expected to occur in-depth 
rather than only on the surface. Thus the energy lost to 
material removal will be accounted for by a change in the den
sity. Material removal may be by complete evaporation 
(sublimation), or may be accompanied by the expulsion of 
liquid droplets and/or solid particles (micro-explosive 
removal). While the theoretical model based on this assump
tion will not predict a zero density groove anywhere, the 
groove is formed by blowing away those parts of the 
evaporating region with density below a certain (small) 
threshold. It is then possible to think of the evaporating region 
as a porous plug where the density varies between a minimum 
at the top flat surface of the body and ps at the solid surface. 
Thus, the extinction coefficient is assumed to be proportional 
to density p, or 

( — ) ' 
V Ps > 

(1) 

since (3 should be zero where the density is zero, and should 
increase with density to a maximum value inside the solid; 
similarly, the thermal conductivity in the evaporating region is 
assumed to be proportional to density; however, since 
material removal takes place at a single temperature, the 
porous plug is isothermal without any conductive losses 
(regardless of the value of thermal conductivity in this region). 

4 The evaporated material does not interfere with the laser 
beam reaching the surface. This will be a good assumption if 
the material is evaporated completely (and the vapor has no 
absorption band at the laser wavelength), or if a strong jet 
assist is employed to blow particles out of the laser irradiation 
path. 

5 Multiple reflections and beam guiding (important for 
metals) of laser radiation within the groove are neglected. This 
is a severe limitation that restricts the present model to 
materials with high absorptivities (even at grazing angles), 
e.g., if the evaporation surface is rough. This would most like
ly occur in nonhomogeneous materials with stepwise evapora
tion; the present model is not suitable for materials with 
strong beam guiding, such as metals. 

6 Surface heat losses due to convection and radiation are 
neglected since in a previous paper Modest and Abakians 
(1986b) showed that the effect of these surface losses on the 
final groove shape is indeed negligible, even in the presence of 
strong gas jets. 

c 
Fo 

K 
i. 1, k 

k 
n 

Ne 

Nk 

R 

= specific heat 
= laser flux at center of 

beam 
= heat of material removal 
= unit vectors in x, y, z 

directions 
= thermal conductivity 
= unit vector normal to 

groove surface 
= evaporation-to-laser 

power parameter 
= conduction-to-laser 

power parameter 
= effective laser beam 

radius 

s, S 
'-'max 

SooO?) 

T 
T 
J ev T 

u 
U 

x,y, z 
(3 

ft 

= groove depth 
= maximum groove depth 
= established groove cross 

section 
= temperature 
= evaporation temperature 
= ambient temperature 
= laser scanning speed 
= laser-to-diffusion speed 

parameter = uR/a 
= Cartesian coordinates 
= material extinction 

coefficient 
= extinction coefficient in 

the solid region 

8 

»?max(£) 

e 

h 
T 

P 
P* 
Ps 

H, V, f 

= thermal penetration 
depth 

= local half-width of the 
groove 

= nondimensional 
temperature 

= nondimensional surface 
temperature 

= nondimensional extinc
tion coefficient = I3SR 

= density 
= nondimensional density 
= density in the solid region 
= nondimensional x, y, z 

coordinates 
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A \h 

Fig. 1 Identification of different regimes 

Laser rad ia t ion 

Fig. 2 Coordinate system for groove formation 

We distinguish between three different regions (cf. Figs. 1 
and 2). Region I is the entire semi-infinite body except for the 
evaporated region. It extends from - oo to oo in the x and y 
directions, and S to oo in the z direction (S is the groove 
depth). This region is too far away laterally from the center of 
the beam (on the surface of the semi-infinite body, x<xmin(y, 
0), or l.yl >.ymax, where ymm is the half-width of the es
tablished groove), or too deep in the z direction to ever 
undergo evaporation. Region II, or the porous plug, is the 
region closest to the center of the laser beam where evapora
tion is taking place. In this region the medium is at constant 
temperature Tev (assumption 3), while p and (3 are spatially 
varying, i.e., p is minimum on the surface z = 0, and increases 
sharply to p = ps within a thin layer near the solid body (region 
I). Finally, region III is the established tail of region II. Since 
the laser beam has moved too far away from this region, 
evaporation has ceased and the temperature has dropped 
below the evaporation temperature Tev. 

Under the above assumptions the steady-state heat transfer 
in region I for a moving body and stationary laser, with the 
coordinate system fixed at the center of the laser beam, is 
governed by 

FIT" 

Pscu—~ = kV2T 
ox 

+ PsF0cxv{-
x2+y2 

R2 -0,(z-S) — I pdz\ 

subject to the boundary conditions 

x~ ±oo, y-~ ±oo, z-~<• T-~T„ 

(2) 

(3) 

The necessary boundary condition at the surface z = S is ob
tained from an energy balance on the surface adjoining 

r e g i o n s I and I I , r e s u l t i n g in h >(k V T) I regionii 
= ri»(£v7)lregionI=0, since region II is isothermal and laser 
energy is delivered as a volume source, or 

z = S, x<xmax(y, z), lyi<oo: n - V T = 0 (4) 

(This boundary condition is also valid in the warmup region, 
x<xm-m(y, 0), since surface losses by convection and radiation 
are neglected.) Since evaporation takes place at a constant 
evaporation temperature Tev, continuity of temperature be
tween regions I and II additionally demands that 

Z = S> *maxO. Z ) < * < * m i n O > * ) . Lv I < .V m a x (* ) : T= Tev 
(5) 

Here Tis the temperature of the medium, u is the speed of the 
solid (in the positive ^-direction) with respect to the stationary 
laser, and ii is the inward surface normal to region I (cf. Fig. 
2). F0 is the absorbed laser flux at the center of the beam, R is 
the effective beam radius, and S is the depth of the groove. 
For x<xmi„(y, 0), S is zero, and the source decay in the z 
direction will be simply proportional to exp(-(3 iz). The sur
face xmax(y, z) denotes the beginning of region III, i.e., the 
region where the temperature within the porous layer falls 
below the evaporation temperature Teu. 

To complete the system of equations, it is necessary to ob
tain a condition describing the variation of p in the porous 
region. This is obtained by a volume energy balance in region 
II, resulting in 

V2 _\_ yl dp 
^ - p F . e x p -f *-\ pdz\ +hru~^ = 0 

p, C R2 pc Jo J dx 

subject to 

x = xmin(y, z): p{x, y, Z) = PS 

(6) 

(7) 

where hr is the heat of material removal (energy required to 
remove material per unit mass), be it by complete evaporation, 
or micro-explosive material removal. 

Before attempting to solve the above set of equations, it is 
advantageous to introduce a number of nondimensional 
variables and parameters, viz.: 

Z=x/R, i j = y / ? , S=z/R, r2 = ?2+7)2 
(8) 

s = S(x, y)/R, e = (.T-Ta,)/(Teu-Ta.); (9) 

Ne = Pshru/F0, Nk = k(Teu - T„)/RF0, U=PscuR/k; (10) 

T = I3SR, p*=p/Ps (11) 

Employing the definitions of equations (8) through (11), equa
tions (2) to (7) may be rewritten as 

U—=V2d + —exp[-r2-T(t-s)-T\BP*d^ (12) 

£ - ± < » , 17-±oo, f - o o : 0 - 0 (13) 

t=s, £<£max0?, f), M < o o : n -V0 = O (14) 

f = * fminfo. f ) < ^ < U f e f)> l i j l < w t t . 0 : 0=1 (15) 

Tp*exp^r2~T^op*dt]+Ne-^- = 0 (16) 

£ = £mi„(rh f): P*({ , v, 0 = 1 (17) 

Equation (16) may be integrated exactly by first letting 

•r 

Jo 
(18) 

leading to 
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In 
/ e* - 1 \ _ VT 

2AL 
- e -^ [e r f (0 -e r f [? m i n (^ , fl)] (19) 

where ?rain(i?, f) is the £ location of the surface s = s(£, r;) for 
given t\ and 5=f, and 0O = </>(£"=•$)• Employing equation (18) 
one may obtain the equation describing the variation of p* in 
region II as a function of £, rj, and f as 

P*(*. >?, 0 = -
1-

1-

1)(1 
' / « ) ) 

(20) 

To complete the solution, </>„ must be determined. This is done 
by integrating equation (16) over f from 0 to s, and 
manipulating it somewhat to get 

i l - e 
r a£ e a£ 

(21) 

with the boundary condition 

£ = £min(r,, 0): 0O = O (22) 

Equation (12) with its boundary conditions (13), (14) describes 
the temperature field within the solid region, and equation 
(16) along with its boundary condition (17), or its solution 
equations (19) to (21), describes the density within the 

« = 0, £min(7), 0 ) < £ < £ m a x 0 } , 0), 

111 <'/max ( J ) : 0=1 

and 

G(£, i,, «) = e x p [ - H 2 { ( n . i ) 2 + (n . j ) 2 ) 

- K ( 2 £ ( n . i ) + 2T/(n»j)) - < M ! + « n 4 , rj + nn-j) 

(26) 

(27) -7"(s(£, »;) + « n « k - s ( ? + « n»i, i7 + « n - j ) ] ] 

is the source term in the new coordinate system. 
To apply the integral method, the cubic splines must be 

determined first. It is expected that the temperature profile in 
the normal direction A experiences an inflection point at some 
point , say n = 8s. This partial penetrat ion depth 8S is approx
imately the location where the effect of the heat source has 
become negligible, and beyond which (for n>8s) the 
temperature profile in the medium is entirely due to heat diffu
sion. Thus , the temperature profile in the n direction is 
described by two cubic splines, i.e., one for 0<n<8s, and one 
for 8S < n < 8. To obtain the location of the inflection point ap
proximately, we assume the heat source G(£, rj, ri) in equa
t ion (23) to have a simple quadra t i c form, i .e . , 
G — Gos(\ — n/8s)

2, where Gos is the source at n = 0. Requiring 
this expression to have the same slope at n = 0, and the same 
amount of total energy release in the n direction as the source 
t e rmG(£ , t\, «) , gives 8S as 

« = -
6H(S, n) 

><$)'<•£>'+»<%+*)**-b&*) 
(28) 

evaporating porous plug. The additional condition, equation 
(15), is required to determine the interface ,?(£, rj) between the 
two regions. 

Since for a vast majority of applications depth, width, and 
general shape of the groove are desired (rather than accurate 
knowledge of the temperature field), and since the overall con
duction losses are expected to be small, emphasis will be given 
to the groove geometry, and the heat losses will be handled 
only approximately. The condition loss (equation (12)) is 
modeled by making two additional assumptions: 

7 Since the temperature drop inside the medium is 
strongest normal to the surface, the three-dimensional diffu
sion term may be replaced by a one-dimensional term in the 
direction normal to the surface, i .e., V20 — d26/dn2, where n 
is distance along the surface normal n. 

8 The conduction equation may be solved by the integral 
method, for which the temperature profile in the direction 
normal to the surface will be approximated by cubic splines. 

In order to invoke assumption (7), one may introduce a 
coordinate transformation as: £ = £, 17 = 17, « = «(£, 17, f); 
then equation (12) becomes 

U] 
de ds de 

as a | dn '•(-S-)'•(•£)'] 
d2e T , 

— ^ + — e ~ r 2 G ( £ , n, n) 
dn2 Nk 

£ — ± 0 0 , 77— ± 00, /?->oo; 0—0 

n = Q: = 0 
dn 

(23) 

(24) 

(25) 

where 

H(S, i j ) = [ " G t t , v, n)dn 
Jo 

(29) 

Eight conditions are required for the complete description of 
the two cubic splines; they are selected as: 

(a) continuity of functional value at 8S, 
(b) continuity of slope at 8S, 
(c) continuity of curvature at <5S, 
(d) zero curvature at 8S, 
(e) satisfying equation (23) at n = 0, 
(/) surface temperature to be 80 at « = 0, 
(g) zero temperature at n = 8 (5 is the total penetration 

depth), and 
(h) zero slope at « = 5. 

Satisfying the conduction equation at n = 0 gives 

a? 
30o 

U88< UN, 
(30) 

Invoking the other spline assumptions along with the bound
ary condition (26), equation (23) yields, after integrating over 
n, 

~{d0(38 + 28s))+W0~ 
9? a? 

/ ds \ 2 / ds \ '• 
1+(ir) +Ur) 

8T 
e-r2H(H, V) 

UNk 

with boundary conditions 

£ - - 0 0 : 0 - 0 , 6 = finite 

and the additional condition for determining s(£, 77) 

(31) 

(32) 
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Smlnfo. 0)<?<?max(>), 0): 0=1 (33) 
Despite the great simplifications introduced here, the problem 
requires the solution of four coupled equations (21), (28), (30), 
(31); three of these are first-order nonlinear partial differential 
equations in the region - °°<l;<£max> and0<7;<Tjraax(£) (the 
groove is symmetric about 17 = 0, although there may be a 
sharp apex at that location). However, the approach is simple 
and straightforward. Since for £ < £min(r), 0), s = 4>0 = 0, equa
tion (28) simply reduces to ds = V6/T; therefore, equations (30) 
and (31) are integrated in the £ direction from -00 to 
£ = ̂ minO)' 0) at which point 60 = 1. We now have the equation 
for the boundary £ = £min(t?, 0), along with initial values for 5 
and 5S. For £min(r?, 0)<£<£max(?), 0), equation (31) is 
discretized by a simple explicit-implicit scheme, which is un
conditionally stable, and since 60 = 1, equation (30) takes the 
simple form of 5 = 37VAexp(r2 + 4>0)/T8S. Thus, in order to 
predict s at node (£,-, i)j), it is assumed that all variables 
is, 8, 5S, 4>0, and 0O) are known for every £<£,-, and »?>»?/, 
and the iteration scheme proceeds by first assuming an s for 
node (/', J), then obtaining <t>0 from equation (21), calculating 
bs from equation (28) and 5 from equation (30); substituting s, 
4>0, S, 5S into equation (31) gives the surface temperature d0; 
the iteration on s stops when d0 is equal to 1. The solution for 
a given £,• is started at i? = i?max(£/) (where s = 0), and marched 
inward in the rj direction toward t] = 0. 

Discussion of Results 

Figure 3 depicts the effect of variation of the nondimen-
sional extinction coefficient T on the evaporation zone. Here 
U= 10, TVe = 0.1, and Nk = 0.l. Due to diminishing conductive 
losses (increasing 5, 8S) along the periphery of the groove, the 
maximum width is attained at a £ larger than zero. Beyond the 
maximum width (larger values of §), rjmax decreases sharply 
back to zero because the slope of the groove becomes so large 
that the conductive heat losses use up most of the laser energy. 

The influence of the latent heat-to-laser power parameter 
Ne on the groove shape and depth is shown in Fig. 4. Here 
U= 10, Nk = 0.\ have been selected as representative, and the 
medium is taken to be moderately transparent at r = 25. Large 
values of TV,, (TVC —1.0) generally mean shallow grooves, and 
therefore relatively small heat losses (the ratio of groove sur
face to that normal to the laser beam is relatively small due to 

shallowness of the groove). A small Ne implies large laser 
power F0, or a small heat of removal hr. Decreasing TVe will in
crease the groove depth, but because of simultaneous increase 
of groove surface area, conductive losses will increase even 
though Nk will remain unchanged. The broken line represents 
the depth at which the density attains 1 percent of its max
imum value, ps. As it is seen, the change in the density along 
the z direction (near the surface z = S) is extremely sharp even 
for relatively large Ne (for TV^sO.l, the 1 percent density level 
nearly coincides with the solid lines where P = PS), and only at 
a distance very near the solid surface does p increase 
appreciably. 

Fig. 4 
shape 

0-0 0-5 1-0 i? 1.5 

Influence of latent heat-to-laser power Ne on groove depth and 

o.o 

Fig. 3 Top view of evaporation region for different extinction coeffi
cient levels 

100 -

15-0 

20-0 
0-0 0-5 1-0 1-5 T) 2-0 

Fig. 5 Influence of conduction losses on groove and shape 
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0 . 0 

Fig. 6 Influence of the extinction coefficient on groove depth and 
shape 

2 0 . 0 
0 . 0 0 .5 1.0 1.5 7 2.0 2. 5 

Fig. 7 Influence of laser scanning speed U on groove depth and shape 

Changes in the groove shape and depth for different values 
of the conduction loss parameter Nk are shown in Fig. 5. In 
this plot U= 10, 7VE = 0.01, and T is taken to be 25. For large 
values of Nk, the laser energy is mostly taken away by conduc
tive losses, explaining the shallow groove. Decreasing Nk will 
reduce conductive losses, but this decrease will not be as rapid 
as the decrease in Nk, since for a deep groove (small Ne), the 
ratio of the groove area to area normal to the laser beam 
becomes very large. For moderate Ne (Ne~0.0l) the 1 percent 
density line nearly coincides with the solid surface even for 
relatively large values of Nk, as indicated in the figure. 

The effect of the nondimensional extinction coefficient T on 
the final groove shape and depth is depicted in Fig. 6. U= 10, 
and Nk, Ne, are both taken relatively large as 0.1. For r = oo 
the entire laser energy is deposited on the surface; thus as T is 
decreased, the surface temperature is lowered and, conse
quently, the evaporation zone and the maximum groove depth 
are reduced. The broken lines again represent the depth at 
which density attains 1 percent of its maximum value. As T is 
decreased, the 1 percent density line drifts away from the solid 
surface, and the porous region begins to fill up (ideally, for 
T = 0, the porous region will be totally filled, and no evapora
tion will take place). Despite a different approach in this paper 
(including a somewhat different conduction model), the solu
tion for T=OO coincides exactly with previous results (cf. 
Modest and Abakians, 1986b). 

Figure 7 shows the effect of U, the ratio of laser scanning 
speed to that of heat diffusion into the medium, on the final 
groove depth s„. In this case the medium is taken to be fairly 
opaque at T = 2 5 , Ne is at a relatively small value of 0.01, and 
UxNk is kept constant at 0.01. Keeping UxNk constant en
sures that the irradiated energy/unit area will remain constant. 
Thus increasing U will decrease conduction losses, and the 
maximum groove depth will increase. 

Finally, Fig. 8 depicts the variation of total material 
removal (per unit time) as a function of the extinction coeffi
cient T. Here U= 10, Nk is taken as 0.1. For small T, the 
source penetrates a large distance into the medium making the 
penetration depth (8S, 8) very large. This in turn reduces the 
evaporation zone, and very little material is removed; 

-N =0.01 e 

•N =0-1 e 

-N = 0 - 5 
e 

N =1.0 
e 

U =10. 
N =0-1 

100- 150- 200. 

Fig. 8 Total material removal as a function of extinction coefficient for 
different N- levels 

however, for large T the source is concentrated close to the sur
face, and material removal attains its maximum value. 

Summary 

A fairly simple model has been developed to predict the 
shape of a groove formed by partially evaporating the surface 
of a semi-infinite, semitransparent body using a moving, 
Gaussian laser beam. It is observed that already for moderate
ly small extinction coefficients ( T = 1 0 ) , the maximum groove 
depth and shape is not very different from the surface deposi
tion case (T—oo). Therefore, one of the major conclusions of 
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the present work is that, unless the medium is very 
transparent, laser deposition of energy may usually be treated 
as a surface phenomenon. 

At this point the model is still fairly primitive, but it will be 
useful for predicting the ranges of values for which the non-
dimensional parameters Ne,Nk, U, and T will produce an effi
cient laser cut. The model will also be able to predict groove 
depths quantitatively for a few idealized situations. For ac
curate quantitative results, a number of the simplifying 
assumptions need to be relaxed in future development; in par
ticular assumptions (3) (evaporation mechanism), and (5) 
(beam guiding, to include more realistic materials with 
moderate absorptivities). 
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Effects of Natural Convection on 
Ice Formation Around an 
Isothermally Cooled Horizontal 
Cylinder 
The effects of maximum density near 4°C on steady-state, two-dimensional ice for
mation around an isothermally cooled horizontal cylinder in a quiescent water bath 
are studied experimentally for ambient water temperature T„ = 1.9 to 18.0 °C and 
cylinder surface temperature Tw = —20.0 to -16.2°C. The stagnation point Nusselt 
number, local heat transfer coefficient, and average Nusselt number behavior at the 
ice-water interface are studied using such parameters as ambient temperature, 
Rayleigh number, and a modified Grashof number GrJ. The temperature field in the 
ice layer is determined from the measured ice profiles by a point-matching method 
using a series solution of the Laplace equation in the ice. The average ice layer 
thickness and total low-temperature heat stored in the ice layer can be correlated us
ing the parameter Gr*^-5/8^. A flow direction inversion region exists in the range 
To, =5.2 to 8.1° C, G r ^ i . S x i O 4 to 1.3 x10s, and a minimum Nusselt number 
behavior occurs at T^ = 5.2°C. Flow visualization photographs of the flow patterns 
near the ice surface are presented for T„=3.8, 5.2, 8.1, and 12.1° C. 

1 Introduction 

Freezing and melting heat transfer problems involving 
ice-water systems occur in various industrial processes and 
natural phenomena, and have been studied by many in
vestigators in recent years. The classical Stefan problem is a 
limiting case considering only the conduction process. For 
practical problems, one must consider natural, forced, or 
mixed convection effects. Consideration is given here to the 
natural convection effects only. Water exhibits maximum den
sity at 3.98°C, and the conventional Boussinesq approxima
tion for a monotonic density-temperature relationship is not 
applicable. Thus, the theoretical analysis for the freezing or 
melting heat transfer problem in ice-water systems at 4°C 
becomes rather difficult and is limited to such geometric 
shapes as vertical plates, vertical or horizontal cylinders, and 
spheres for the case of external flow. 

Phase-change (solidification and melting) heat transfer 
problems have been well reviewed by Viskanta (1983) and 
Epstein and Cheung (1983, 1984) recently. The effects of max
imum density on natural convection around melting ice 
spheres were studied by Dumore et al. (1953), Merk (1954), 
Schenk and Schenkels (1968), Vanier and Tien (1969), and 
others. Similar work on a vertical ice slab immersed in cold 
water was reported by Bendell and Gebhart (1976), where fur
ther references can be found. Saitoh (1976) reported 
theoretical (numerical) and experimental studies on natural 
convection heat transfer from a melting horizontal ice cylinder 
and observed three-dimensional instability phenomena for a 
bulk temperature of 6.0°C. It is of interest to note that these 
studies reveal minimum stagnation point Nusselt number 
behavior in a flow reversal region due to the maximum density 
effect. In Saitoh's experiments, the measurement of the 
stagnation point heat transfer coefficient for a melting 
horizontal ice cylinder and the understanding of heat transfer 
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mechanism in flow inversion region were the primary goals. 
The peculiar minimum heat transfer behavior for melting ice 
spheres observed first by Dumore et al. (1953) and Merk 
(1954) in the flow inversion region was confirmed by Saitoh 
(1976) for the case of a melting horizontal ice cylinder. 

The effect of natural convection on ice formation around an 
isothermally cooled horizontal cylinder in water was studied 
numerically by Saitoh and Hirose (1981). They clarified the 
steady freezing front contour, the temperature distribution in 
the solid phase, isotherm, streamlines, and the variations of 
the average and forward stagnation Nusselt numbers with 
water temperature, cooled cylinder surface temperature, and 
cylinder diameter. The effect of natural convection on tran
sient freezing of superheated water around an isothermal, 
horizontal cylinder was studied experimentally by Herrmann 
et al. (1984). Flow visualization by shadowgraph technique for 
flow around test cylinder (dia = 25 mm) in a cylindrical test cell 
of 100 mm diameter and 76 mm length revealed dendritic ice 
formation and convective instability causing waviness of the 
ice-water interface. Ice contours during freezing of water and 
variation of frozen volume as a function of dimensionless time 
are presented. Heat transfer during the unsteady outward 
solidification of paraffin around a cooled horizontal cylinder 
was studied experimentally and analytically by Bathelt et al. 
(1979) and the results show significant natural convection ef
fects. Similar ice formation problems involving vertical 
cylinders were studied by Chao and Schoenhals (1981) and 
Cheng and Sabhapathy (1985) recently. 

The purpose of this paper is to report experimental results 
on steady-state ice formation around an isothermally cooled 
cylinder in a body of quiescent water in the temperature range 
T„ = 1.9 to 18.0°C. The local and average heat transfer coeffi
cients at the ice-water interface were determined from 
measured ice profiles from photographs of an ice layer by a 
collocation method using an exact series solution of the 
Laplace equation in the ice layer. Flow visualization 
photographs for natural convection flow near the ice surface 
obtained by dye injection method are also presented. The 
present results and the earlier results from experimental in
vestigation of ice formation around isothermally cooled 
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Fig. 1 Schematic diagram of experimental apparatus 

cylinder in crossflow (Cheng et al., 1981) have application in 
cold storage systems for cooling applications. The correlation 
equations obtained using the characteristic ice formation 

parameter Gr*fj-5/d* enable one to estimate the amount of ice 
formation and low-temperature heat storage in an ice layer 
around a cylinder. The experimental results for stagnation 
point Nusselt number are compared with the experimental 
results from a melting horizontal ice cylinder by Saitoh (1976). 

2 Experimental Apparatus and Procedure 

A schematic of the experimental apparatus is shown in Fig. 
1. The present experimental apparatus is modified from that 
used by Cheng et al. (1981) by introducing two vertical parti
tion plates. The rectangular test vessel measures 25.4 cm wide, 
45.7 cm high, and 60 cm long. The copper test cylinder (38.1 
mm o.d., wall thickness 1.5 mm, and length 254 mm) was 
placed horizontally at the center of the test section. A coiled 
spring was inserted in the annular space (see Fig. 1) in order to 
promote turbulence of the coolant (a mixture of glycol, 
alcohol, and water) circulating in the test cylinder for high 
heat transfer rates. The coolant was circulated at a high veloci
ty between the test cylinder and a temperature-controlled bath 
with a temperature range of 0 to - 25°C. The nearly constant 
surface temperature of the test cylinder was confirmed since 
the inlet and outlet temperatures of the coolant at the test 
cylinder were within 0.1 "C of each other. The ambient water 
temperatures on both sides of each partition plate were con
trolled at a given temperature between 1.9 and 18°C. Other 
side walls of the test section were covered with insulation 
materials. The two dimensionality of the flow and 
temperature fields around the horizontal cylinder were con
firmed by the observation that the ice layer around the 
cylinder was axially uniform except for a small region near the 
transparent wall of the rectangular test section. 

After reaching a steady state by checking the given ex
perimental conditions and the termination of ice growth with 
time as shown by a constant ice layer thickness, the ice contour 
was recorded photographically. Steady state was reached in 20 
to 50 h depending on experimental conditions. The flow pat
tern for natural convection flow around the cylinder was 
visualized by injecting black drawing ink through a small 
stainless steel tube (0.8 mm dia) near the ice surface. A 76-^m-
dia copper-constantan thermocouple formed in the shape of a 

N o m e n c l a t u r e 

A = temperature difference ratio 
= cr,„-7^/(7}-r,„) 

A0, B0, A„, B„ = coefficients defined in equation (3) 
C, Pi - specific heat of ice 
Ds = effective diameter of ice near forward 

stagnation point 
Dm = mean diameter of ice layer 

d = cylinder diameter 
GrJ = modified Grashof number 

g = gravitational acceleration 
h = heat transfer coefficient 

hm, h,h<i, = average and local heat transfer 
coefficients 

kh k„ = thermal conductivities for ice and water 
L, = latent heat of fusion per unit volume 

Nud, NuDs = Nusselt numbers = hmd/kw (average) 
and hDs/kw (stagnation point) 

Q, = total heat stored in ice layer per unit 
axial length, m 

R, R{, R2 = radial coordinate, outside radius of 
cylinder, and radial coordinate of 
ice-water interface 

Rafli = Rayleigh number = g(5ATDsi/va 
r = dimensionaless radial 

coordinate = R/RX 

7V, 7/„, 

7 i 

T = 
Tm = 

AT 
V, 

a 

7; 
72 

8 in, = 

V = 

<t> = 

^ = 

temperature 
freezing temperature of water, 
temperature at maximum density, sur
face temperature of cylinder, and am
bient temperature 
temperature difference = (T„ — Tf) 
ice volume per unit length of cylinder, 
m 
thermal diffusivity 
coefficient of thermal expansion 
specific weight of ice 
temperature coefficients of densi
ty-temperature relationship (Sun et al., 
1969), yi= 0.793953X10-5 "C" 2 , 
7 2 = -0 .655908x10- ' "C" 3 

mean ice layer thickness 
dimensionless 
temperature = (T-T„)/(Tf-T„) 
cooling temperature 
ratio = (Tf-Tw)/(TO0-Tf) 
kinematic viscosity 
angular position measured from the top 
of cylinder 
angle defined in Fig. 2 
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Fig. 2 Coordinate system and ice layer around cylinder 

loop was mounted on a traversing system. A standard ther
mometer was used to measure the ambient water temperature. 

Table 1 Ranges of experimental parameter values 

Symbols 

_ 

o • 

(1) 
€ 
© 
^$p 

(D 
• 
• 
e 
a 
E 
0 
A 
€ 
O 
V 
Mm 

© 
y 
© 

V °c 

-19.0 

-19.6 

-19.7 

-19.1 

-17.5 

-19.9 

-16.3 

-19.9 

-19.0 

-16.5 

- 19.9 

-16.2 

-16.7 

-20.0 

-19.8 

-18.5 

-19.7 

-16.5 

-16.2 

-19.0 

-19.8 

T ,̂ °C 

1.9 

2.7 

3.4 

3.8 

4.7 

5.2 

6.0 

6.3 

6.8 

7.0 

7.4 

8.0 

8.1 

8.1 

8.6 

9.8 

11.4 

11.7 

12.1 

14.1 

18.0 

ec 

10.0 

7.28 

5.79 

5.03 

3.72 

3.83 

2.72 

3.16 

2.79 

2.36 

2 .69-

2.03 

2.06 

2.47 

2.30 

1.89 

1.73 

1.41 

1.34 

1.35 

1.10 

Gr*d 

2.29 x 104 

3.28 x 104 

4.17 x 104 

4.85 x 104 

6.18 x 104 

6.97 x 104 

8.24 x 104 

8.76 x 104 

9.60 x 104 

9.95 x 104 

1.07 x 105 

1.17 x 105 

1.19 x 105 

1.19 x 105 

1.28 x 105 

1.52 x 105 

1.84 x 105 

1.91 x 105 

2.00 x 105 

2.80 x 105 

3.35 x 10b 

3 Data Reduction 

3.1 Temperature Field in Ice Layer. At steady state the 
temperature field must satisfy the Laplace equation and the 
boundary conditions (see Fig. 2) 

d26 1 30 1 d26 
- = 0 (1) dr2 

6 = 0(T= 
r dr 

T„)atr=l 

-2 d<t>2 

(cylinder surface) 

d=l(T=Tf) at r = R2/Rl (interface) (2) 
Considering symmetry of the ice layer profile with respect to 
the vertical axis, the exact series solution (Hildebrand, 1962) 
becomes 

= An + Bnln r + {A„r"+B„r-") cos n<t> (3) 

The boundary condition at cylinder surface (/•= 1) 0 = 0 can be 
satisfied exactly and the unknown coefficients can be deter
mined by a point-matching method satisfying the boundary 
condition 0=1 at 20 equi-angular spaced points (n = 20) along 
the ice profile AB (see Fig. 2) It is noted that supercooling will 
occur before the nucleation of ice on cylinder surface. After 
the ice formation, supercooling will not occur at the ice-water 
interface. Thus, the interface temperature is 0°C. The max
imum error for 0 occurs at the interface boundary. Maximum 
boundary errors were found to be less than ±10~8 in com
parison with the exact value 0=1. This observation confirms 
the convergence of the solution and the accuarcy of the 
numerical method used is similar to that described in Cheng et 
al. (1981). The point-matching method is known to provide 
accurate numerical solution when the deviation of the 
boundary shape from circular is not appreciable. 

3.2 Determination of Local Heat Transfer Coeffi
cient. At steady state, the local heat transfer coefficient h at 
the ice-water interface can be determined from 

HT„-Tf)-ki-^\ =0 (4) 

At any angular position $, the local heat transfer coefficient 
h„,4> can be written as 

(Tf-Tw) 
h„A=kr 

(T.-Tf) it (sin*-<M 36 
d<t> 

+ cos(* r -</>)-
50 

(5) 

The direction of the external normal n at any point on the 
ice-water interface was determined by considering the chord 
subtended by the two neighboring points located at ±2.5 deg 
from an angle 4>. The accuracy of the calculation was also con
firmed from the agreement of the total heat transfer rates 
through the cooling cylinder surface and the ice-water inter
face within 1 percent. In order to minimize the measuring er
rors of the ice profiles, the photographs of the ice layer were 
enlarged two to three times. 

4 Results and Discussion 

The ranges of experimental conditions in this study are 
shown in Table 1. The ranges of the dimensionless parameters, 
modified Grashof number GrJ (Sun et al., 1969) and cooling 
temperature ratio 0C, defined below, are 

GrJ = (g(P/^)[2ylA(AjyiKl+(?y2/2yl)AAT) 

= 2.3xl04~3.4xl05 

6C = (Tf-Ttt)/(T„-Tf) = 1.10-10.0 
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Fig. 4 Local heat transfer coefficient distributions and ice profiles for
Too = 3.8, 5.2, 8.1, and 12.1·C

(a) Tw = -19.lo C, T
m

= .1.8°C. Gc = 5.03, Grd= 4.8S x 104

(b) Tw =-19.9°C, Tm = S.2°C, 0c = 3.83, Grd =6.97 x 104

(c) Tw =-16.7°C, T
m

=8.l oC, Gc = 2.06, Grd = 1.19 x lOS

(d) T
w

= _16.2°C, T
m

= 12.l o C, 0c = 1.34, Grd = 2.00 x 10
5

Fig. 3 Photographs of ice profile and flow pallern

4.1 Ice Layer Profile and Flow Visualization.
Photographs in Fig. 3 show the shape of the steady-state ice
layer and the flow pattern of natural convection flow around
the cylinder for four different conditions. The deviation of the
ice-water interface from the circular represents the natural

convection effect. The ice thickness as shown in Fig. 3 (a) for
Tw = - 19.1 °C and Too = 3.8°C increases gradually from the
bottom of the cylinder (ct> = 180 deg) toward the top of the
cylinder (ct> = 0 deg). The water flow near the ice-water inter
face is from bottom to top, and the boundary layer thickness
increases gradually toward the top. The stagnation point is
located at the bottom. It is noted that a negative thermal ex
pansion coefficient exists for this case.

For the case with T w = -19.9°C and Too = 5.2 °C as shown
in Fig. 3 (b), the near flow is from top to bottom and the ice
layer thickness increases gradually from top to bottom. A
vortex flow can be seen near the bottom; the complex flow
pattern with upward flow near the ice surface and downward
flow away from the ice surface is due to the density inversion
near 4°C. Apparently, boundary layer theory is not applicable
in this region.

For the case in which Tw =-16.7°C and Too =8.1°C as
shown in Fig. 3 (c), the flow is basically downward and the ice
layer thickness is seen to be smaller than that of Figs. 3 (a) and
3 (b). The natural convection effect is seen to be large. The ice
thickness at the top is considerably smaller than that at the
bottom. The convective inversion effect is smaller for this
case.

For the case in which Tw = -16.2"C and Too =12.1°C as
shown in Fig. 3 (d), the boundary layer for downward flow is
seen to be relatively small and the upward flow near the bot
tom observed in Figs. 3(b) and 3(c) disappears. Thus, it ap
pears that the density inversion may be neglected when
Too 2 10"C. The ice thickness at the bottom is seen to be quite
large due to the merging of the two boundary layers there.
Thus, a sharp tail may appear under certain conditions. With
water near 4"C, the flow visualization using dye injection
becomes difficult because of weak natural convection flow.
The intention here is to show the shape of the ice profile and
the general idea of flow pattern.

4.2 Local Heat Transfer Coefficient. The ice profile and
the variation of local heat transfer coefficient with angle ct> for
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Fig. 6 Comparison between present results for stagnation point 
Nusselt number for the freezing problem and previous results (Saitoh, 
1976) from a melting experiment 

the four cases shown in Fig. 3 are presented in Fig. 4. For 
Tx = 3.8°C, the maximum heat transfer coefficient exists near 
the bottom of the cylinder. The local heat transfer variation is 
similar to that of a heated horizontal cylinder in a fluid 
without the maximum density effect. For T„ = 5.2°C, the con-
vective inversion occurs and the trend of the distribution of 
h„_0 is seen to be opposite to that of Tm = 3.8°C. The variation 
is seen to be small. For Tx = 8.1 °C, the value of h„ ^ decreases 
rapidly with </> except in the range <j> > 150 deg due to 
predominantly downward flow. The variation becomes small 
in the range <f>>l50 deg due to the weak upward flow. For 
T„ = 12.1°C, the flow is downward and the density inversion 
effect is negligible. The rapid decrease of h„^ in the range 
<f>> 170 deg corresponds to the rapid increase of ice thickness 
near 0 = 180 deg. It is expected that a sharp tail may appear 
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Fig. 7 Relationship between average Nusselt number Nud and am
bient temperature T,,, 

for the ice profile near </> = 180 deg. It is seen that the value of 
hn4, increases with Tm for Tm >5.2°C, thus indicating the in
creasing natural convection effect. One also notes that the 
variation of hn4, with 4> near the forward stagnation point is 
rather small. 

4.3 Heat Transfer Coefficient at Forward Stagnation 
Point. Near the forward stagnation point, the ice profile can 
be approximated by a circle. In this region the heat transfer 
rates may be compared to those for a horizontal circular 
cylinder without the maximum density effect. The experimen
tal data for Nusselt number at stagnation point N u ^ are com
pared with the prediction of Merk and Prins (1954) in Fig. 5. 
The physical properties for Nufli and R a ^ are evaluated at 
{Tf+T„,)/2. The experimental data near r „ = 8°C were 
deleted in Fig. 5 since the thermal expansion coefficient of 
water becomes zero near 4°C. The difference between ex
perimental data and the prediction may be attributed to 
evaluation of the thermal expansion coefficient fi and the den
sity inversion effect. 

It is of interest to compare the stagnation point Nusselt 
numbers from this study with the theoretical results of Saitoh 
(1976) for the case of melting of a horizontal ice cylinder at 
constant temperature in water. The results are shown in Fig. 6. 
It is noted that theoretical results for ice formation are not 
available for direct comparison. The Nusselt number was 
divided by (Ds/D0)

3M since Nu^j is proportional to the 
reference length to the 3/4 power in the range where the 
laminar boundary layer approximation is valid. The reference 
diameter was taken as Z)0 = 0.1 m. It is seen that the trend of 
the present results roughly agrees with those of the melting 
problem, although the values from this study are somewhat 
higher. The difference is apparently due to the different heat 
transfer mechanism (melting and subcooling) and the different 
temperature field in ice. The existence of minimum Nusselt 
number between Ta>=5 and 6°C for both freezing and melting 
problems is noteworthy. The Nusselt number increases rapidly 
with r „ in the range Tm >6°C. The boundary layer approx
imation appears to be valid in the range T00>8"C (Saitoh, 
1976). 

4.4 Average Nusselt Number at the Ice-Water Inter
face. The relationship between Nusselt number Nud and am-
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bient temperature T„ is shown in Fig. 7. The diameter of the 
cooling cylinder d was used as a characteristic length since the 
ice shape on the cylinder becomes complicated depending on 
experimental conditions. The experimental data are also plot
ted in the form of Nurf as a function of modified Grashof 
number GrJ in Fig. 8. It is clearly seen that the density inver
sion effect exists in the range Ta = 4 to 8°C. In this flow rever
sal region, the boundary layer approximation may not be ap
plicable. The existence of a minimum average Nusselt number 
is clearly seen. 

Saitoh (1976) observed the existence of a flow instability 
phenomenon in the form of an irregular melting front contour 
at Ta = 6.0°C. The instability phenomenon was not observed 
in the present freezing experiments. The heat conduction in 
the ice layer may have a stabilizing effect. 

In Fig. 8, the density inversion effect appears in the range 
Gr3 = 5x 104 to 1.6 x 105. The following correlation equation 
is applicable ( ± 5 percent scatter) excluding the flow reversal 
region: 

Nurf = 0.732Gr*j/4 (6) 

A minimum value of Nud appears at around GrJ = 7.0x 104. 
It appears that GrJ is a reasonable parameter for the present 
freezing problem with maximum density effect. 

4.5 Amount of Ice Growth Around the Cylinder. For 
low-temperature heat storage in ice and other applications, the 

-Drn/d=4.22(Grd*°-5/fl2)-0"6 

Dm/d = 8.84 (Grd
a5/02)-°-346 

Fig. 10 Relationship between Dm/d and Gr*$-5/0| 

amount of ice growth around the cylinder is of particular in
terest. The relationship between dimensionless mean ice 
diameter Dm/d and ambient water temperature T^ is shown in 
Fig. 9. The decrease of Dm/d in the range T„ = 3.8 to 4.7°C is 
of interest. The increase of mean ice thickness in the range 
T„ =4.7 to 5.2°C is due to the decrease of natural convection 
caused by the density inversion of water, as can be seen in Fig. 
7. 

It is desirable to correlate the amount of ice growth by a 
simple one-dimensional analysis. By assuming a linear 
temperature profile through the ice layer, one obtains the 
following expression from the energy balance at the ice-water 
interface: 

hm(Tx-Tf)=ki(Tf-TJ/8in, 

The mean Nusselt number Nurf can now be written as 

h,„d (Tf-Tw) 

K„ Kw ( T„ Tf) 0jm kw Oim 

As shown in Fig. 8, Nurf is the proportional to Gr* j / 4 , 
one obtains 

d d 
~ ^ - 0 „ / G r * j / 4 

(7) 

(8) 

Thus, 

(9) 

Figure 10 shows the relationship between Dm/d and 
Gr*/V0 c

2 . Excluding the region with Gr*,?V02 = 18-19 
where the change of flow pattern due to density inversion is 
appreciable, the experimental data can be correlated within 
the relative error of ± 10 percent by the following expressions: 

Dm/d=4.22(Gx*3s/0?)- (10) 

(11) 

for 1.5<Gr*;p/0c
2<18, 1.9°C< T„ <4.7°C; 

D,„/d= 8.84(Gr*,?-5/0,?r0-346 

for 19<Gr*2-V02<3OO, 5 .2°C<r o o <14°C. 

Two limiting cases are of special interest. As Gr*5'5/02—0 
(Gr*$-5— 0 or 02 — o°), the effect of natural convection on 
overall heat transfer disappears and conduction heat transfer 
in the ice layer increases due to Gr^—0 or dc~<x. The heat 
transfer mechanism is then dominated by transient heat con
duction in the ice layer and the growth of the ice layer con
tinues indefinitely. On the other hand, as Gr*°-5/02 — 
Qo(Gr* -̂5 — oo or 02—O), the influence of conduction heat 
transfer in the ice layer vanishes and the convective heat 
transfer at the ice-water interface dominates. As a result, the 
ice layer around the cylinder disappears and Dm/d= 1 is ap
proached. It is to be expected that, with G r * ° V 0 2 

S:4.8xl02(roo = 18°C), the value of Dm/d becomes quite 
small and eventually the ice layer vanishes. 

4.6 Amount of Low-Temperature Heat Storage in Ice 
Layer for Cooling. It is of practical interest to estimate the 
heat storage in the ice layer around a horizontal cylinder in 
natural convection. The amount of heat stored in the ice layer 
Q, represents the sum of latent and sensible heat as 

Qt^Vm + C^Tj-T^ [W/m] (12) 
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where V{ is the volume of ice layer per unit length (m). Figure 
11 shows the relationship between the stored heat Q, and the 
parameter Gr*$-5/0*. Excluding the region Gr*55/6»c

2 = 17 to 
18, the experimental data can be correlated by the following 
two expressions within a relative error of ± 10 percent: 

Q,=2221(Gr*d
o-5/02)- [W/m] (13) 

for 1.5<Gr*gV02<18, 1.9°C< Ta<A.TC; 

Q, = 12,095(Gr*,?V6l2) * 0.5 /a 2\ -0.893 [W/m] (14) 

for 18 < Gr*5-V0c
2 < 300, 5.2°C< T„ < 14°C. Thus, one may 

estimate the low-temperature heat storage in ice layer after 
evaluating the parameter Gr*^Vf)2. The parameter is derived 
in equation (9) and is seen to be very useful for the present 
freezing problem with maximum density effect. In this con
nection it should be pointed out that the dimensionless mean 
ice layer thickness (Sjm/d) in equation (9) is somewhat 
analogous to the well-known dimensionless laminar boundary 
layer thickness, 5/x = 4.64/Re1/2, or the thermal boundary 
layer thickness on a constant temperature flat plate by noting 
the correspondence between Reynolds number in laminar 
forced convection and Grashof number in natural convection. 
The parameter Gr*j / 2 /02 represents the balance between 
natural convection and heat conduction through the ice layer. 
This parameter determines the ice layer thickness depending 
on the given thermal and hydrodynamic conditions for cool
ing. The parameter is important for ice formation problems 
and the observation is also confirmed in an earlier work 
(Cheng etal . , 1981). 

5 Concluding Remarks 

The effects of maximum density on steady-state ice forma
tion around an isothermally cooled horizontal cylinder in 
quiescent water have been studied experimentally for ambient 
water temperature Tw = 1.9 to 18.0°C and cylinder surface 
temperature Tw = — 20.0 to - 16.2°C. Particular emphasis is 
placed on the effect of the density inversion for the liquid 
water surrounding the ice layer, and its effect on the natural 
convection process and, in turn, on the shape of the ice-water 
interface profile. 

It has been found that for T„ <4.7°C, upflow occurs and 
the stagnation point with maximum heat transfer rate is 
located at the bottom of the cylinder. For 7n

0o>5.2°C, 
downflow is observed and the stagnation point is at the top of 
the cylinder. In the range T„ =5 to 8°C, flow direction inver
sion due to maximum density occurs, and a minimum Nusselt 
number phenomenon similar to that noted in the melting 
problem is observed at T„ = 5.2° C. For Tx > 8°C, a boundary 
layer approximation may be applicable. The stagnation point 

Nusselt number, local heat transfer coefficient, and average 
Nusselt number behavior were studied using such parameters 
as ambient temperature, Rayleigh number, and modified 
Grashof number considering maximum density. It is found 
that the average ice layer thickness and heat stored in the ice 
layer can be correlated using the parameter Gr*§-5/6% with 
reasonable accuracy. The derived characteristic parameter 
Gr*,§-5/02 (see equation (9)) is useful in correlating average ice 
layer thickness and is not unlike the parameter in the expres
sion for velocity boundary layer thickness in Blasius flow on a 
flat plate or thermal boundary layer thickness in laminar 
forced convection on a flat plate. The analogy is of particular 
interest for ice formation problem. 

The heat transfer mechanism for the freezing problem is dif
ferent from that of the melting problem. The stagnation point 
Nusselt number for the freezing problem is found to be higher 
than that of the melting problem. In the flow reversal region 
(Gr5 = 3 .8xl0 4 to 1.3xl05 , Tx = 5.2 to 8.1°C) the heat 
transfer rate decreases and then increases due to the existence 
of very slow flows. It is noted that theoretical results for the 
present freezing problem are not available in the literature. 
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Network Thermodynamic Modeling 
With Bond Graphs for Membrane 
Transport During Cell Freezing 
Procedures 
Freezing procedures for preservation of living cells create osmotic stresses associated 
with the addition and removal of cryoprotective agents and with ice formation in the 
extracellular solution, causing a concomitant segregation of electrolytes into the re
maining liquid phase. When these osmotic stresses are introduced, coupled flows of 
water and permeable solute are induced across the plasma membrane. A network 
thermodynamic model of this process is presented, based on development according 
to the principles of bond graphs. The model is a complete representation of the 
equations that describe the process, and the bond graph can be interpreted directly 
in terms of the relevant energy flows during membrane transport and the topology 
of the system. Determination of the transient cell volume during addition of glycerol 
to an erythrocyte suspension is used to demonstrate the model. 

Introduction 

The freezing of living cells is governed by the coupled mem
brane transport of water and cryoprotective additives (CPA), 
which results from the concentration of extracellular solutes 
during solidificaton. The optimal design of cryopreservation 
protocols is dependent on a rational basis for controlling the 
governing transport processes. Therefore, membrane 
transport models are useful for process design and analysis 
and are requisite to obtaining values of the relevant 
permeability parameters from experimental data. 

Traditionally, the osmotic process experienced by a cell 
suspended in anisotonic solutions with CPAs has been mod
eled with the Kedem-Katchalsky (K-K) coupled flow equa
tions, which are derived from irreversible thermodynamics 
assuming dilute intracellular and extracellular solutions 
(Kedem and Katchalsky, 1958). An alternative way of describ
ing the system behavior is to apply the methods of network 
thermodynamics to model the coupled transport across a 
membrane; the advantages of this technique are that it pro
vides additional insight into the system topology and permits a 
systematic and organized perspective for analysis and solution 
similar to that used in network and control theory of dynamic 
systems (Oster et al., 1973). Implementation with bond graph 
methodology (Paynter, 1961) results in a graphic representa
tion that depicts the physical processes that drive the system 
behavior in a manner that can be directly interpreted visually. 
The technique lends itself well to hierarchical model building 
by organizing fundamental physical building units into mean
ingful arrangements that represent complex behavior patterns. 
Furthermore, the governing equations can be generated 
automatically from a properly executed graphic description of 
the system, providing a convenient means of evaluating per
turbations in system configuration and composition. 

In this paper a network thermodynamic model for cell mem
brane coupled flow of water and a permeable CPA during 
freezing is introduced in the form of a bond graph. The basis 
of the network thermodynamics approach will be discussed 
briefly, followed by application to the coupled process of 
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water and CPA membrane transport during CPA addition 
and removal and cell freezing. Equivalence of the network 
thermodynamic method with the irreversible thermodynamic 
method will be demonstrated for the case in which the 
necessary simplifying assumptions are invoked. 

Network Thermodynamic Analysis 

The initial publication describing the network ther
modynamic method presented a number of application ex
amples dealing with membrane fluxes under various condi
tions (Oster et al., 1973). These authors used the bond graph 
method (Paynter, 1961) to apply the theory, although elec
trical circuit simulation methods have also been used suc
cessfully (Mikulecky, 1983). Although bond graphs make use 
of a somewhat abstract graphic language that is not im
mediately decipherable to the uninitiated, they may be 
understood with a relatively short learning period, and they 
offer advantages in the rigor and degree of generality in 
presentation. Our model is based on the bond graph presenta
tion method. 

The bond graph method incorporates a top-down approach 
to system simulation. The implementation consists of starting 
with an overall description of a system of interest and pro
ceeds to a state in which focus is directed to the specific details 
of the constitutive components. In developing the bond graph 
of a system, the immediate goal may not be the generation of a 
set of governing equations. Rather, the bond graph affords a 
way to define the structure and constitutive equations of the 
system prior to having to deal with appropriate mathematical 
representations. Standard bond graph elements are used to 
build a model of the structure of the system; inherent to this 
model is the complete set of equations describing the system 
behavior. Automated computer techniques have been 
developed to generate these equations, and alternative 
methods for deriving equivalent block diagrams are also 
available. Current automated equation generation routines are 
generally limited to linear systems, whereas block diagrams 
can handle nonlinear systems. We are presently working on an 
algorithm that will deal effectively with nonlinear system 
equations, but in this paper we have implemented the bond 
graph by a block diagram technique. 

An elementary method of implementing a bond graph is to 
illustrate the system components and their interconnections 
with words and arrows, i.e., by building a word bond graph. 
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Fig. 1 A word bond graph illustrating multicomponent transport 
across a cell membrane. The bond graph shows communication be
tween the intracellular and extracellular spaces by transport of specific 
chemical species, such as water and a cryoprotective additive (CPA), 
across the plasma membrane. 

For example, the simultaneous transport of water and a CPA 
across a membrane may be modeled as shown in Fig. 1. In this 
system the intracellular and extracellular compartments com
municate across the plasma membrane by the exchange of 
specific molecular species. The process consists of an energetic 
flow between two areas of differing potential, resulting in an 
actual flow of power. The half arrows indicate the positive 
direction of power flow associated with the transport process. 
Although the graph in Fig. 1 is easy to interpret, it is highly 
limited in practical application. There is no way that the 
governing equations that describe the system performance can 
be determined uniquely from it, and it does not show the 
energetic and the information and communication networks 
that exist among the system subunits. Neither is it specific in 
identifying the actual flows that exist within the system. 
Therefore, it is desirable to have a more rigorous and detailed 
basis for drawing graphs to represent a system. 

There are a number of standard elements that are used to 
build up the structure of a bond graph (Paynter; 1961; 
Rosenberg and Karnopp, 1983). Those that are relevant to the 
present analysis are described as follows along with their ap
propriate interpretation. 

In addition, it is necessary to designate the causality of a 

Element Physical Significance 

C 
R 
T 
0 
1 

Storage 
Dissipation 
Cross-coupling between chemical species 
£ species flow at a common potential 
E potential at a common species flow 

_̂ >1> 

¥ 
R 

E-
Hi 

_*.!. 
H2B 

_&£ 

Fig. 2 Bond graph of the steady-state transport of two species A and B 
across the plasma membrane. The dissipation is lumped into a single 
two-port resistance element that accounts for the flow of all chemical 
species. 

system, which identifies the cause and effect relation for the 
energy exchange between component elements, in order to 
define the governing equations fully. For a model presented in 
this format, not only is it possible to generate the system equa
tions automatically, i.e., the bond graph is equivalent to the 
full set of system equations, but the model can be modified 
very easily to account for alterations in the physical system or 
its environmental perturbations. 

The modeling elements described above can be used to build 
a simple model of the multicomponent membrane transport 
process described in Fig. 1, as indicated further in Fig. 2. In 
this bond graph the transport across the membrane is shown 
by a two-port resistance element. This model indicates the 
general dissipative nature of the species flow between the in
tracellular and extracellular regions without any specific in
dication of the mechanisms involved. There are two inputs to 
the irreversibility, one associated with the movement of each 
chemical species identified. The fluxes JA and JB occur in 
response to the differentials in chemical potentials &nA and 
AfxB imposed across the membrane (as indicated by the 
superscripts 1 and 2) by the existence of the nonequal effort 
sources E on opposing sides of the membrane. The prod
uct of the conjugate efforts and flows has the dimensions of 
power; this is a common feature of all bond graph interactions 
that makes modeling of coupled phenomena involving energy 
transduction between different transport domains particularly 
effective and efficient. 

N o m e n c l a t u r e 

A 
B 
C 

C 
AE 

E 
J, 

L = 

LP = 
" / = 
P = 
r = 

cell surface area, m2 

cooling rate, K/s 
concentration, osmolal or 
osmolar, osmol/kg H 2 0 or 
mol/L sol 
bond graph storage element 
activation energy, J/mol 
bond graph effort source 
mass flux of species /, 
mol/m2 s 
phenomenological coefficient 
(see equations (2) and (9)) 
water permeability, mVnt s) 
mol of species /, mol 
pressure, Pa 
bond graph transduction 
scaling factor 
mass ratio of permeable 
solute to electrolyte 

(R = 

R = 

S = 
t = 

T = 

T = 
T = 
T = 

V = 

V = 
X = 
0 = 

1 = 

universal gas constant 
= 8.314 J/mol K 
bond graph dissipation 
element 
entropy, J/K 
time, s 
bond graph transduction 
element 
temperature, K 
initial temperature, K 
298.15 K or 273.15 K 
rate of volume change, m3 /s 
volume, m3 

generalized driving force 
bond graph flow summation 
junction 
bond graph potential summa
tion junction 
volume fraction 

jxt = chemical potential of /', 
J/mol 

vt = partial molar volume of /, 
mVmol 

a = reflection coefficient 
</> = dissipation function (see 

equations (6) and (7)) 
co = solute permeability, mol/nt s 

Subscripts 

a = additive 
/ = fixed 
5 = salt, nonpermeable solute 
w = water 

Superscripts 
b = bound 
/ = free 
/ = inside, intracellular 

m = mean 
o = outside, extracellular 
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Fig. 3 A reticulated bond graph of the stationary state hydrodynamic 
coupling between simultaneous diffusion of two different chemical 
species across the membrane depicted in Fig. 2. Details of the dissipa
tion are indicated in the greater refinement of elements representing the 
membrane transport process, including the transformer elements that 
show the cross coupling of the two flows. The transformed energetic 
flows and associated components of dissipation are indicated. 

In many instances the bond graph in Fig. 2 may be adequate 
to describe the functioning of a system to the extent that its 
physical basis is understood. However, the condition may 
arise for which details of the transport process have been iden
tified to a greater degree of refinement than just the realiza
tion of a general dissipative process. As in the present case in 
which there are experimental data that describe in more detail 
the nature of the species transfer across the membrane, it is 
useful to develop a bond graph with a higher degree of 
reticulation, as shown in Fig. 3 (Oster et al., 1973). This graph 
shows that there is a transduction interaction between the 
flows of the two species A and B, as indicated by the T 
elements. The crossflow transductions are scaled by the fac
tors ra and rb, and dissipation is denoted by three single-port 
elements associated with the two species flows. This graph cor
responds in principle with the K-K steady-state analysis of 
coupled membrane flows in which three phenomenological 
coefficients are required to describe two coupled fluxes 
(Kedem and Katchalsky, 1958). Dissipation resulting from the 
crossflows is indicated in the middle R element. 

It is also possible and desirable to develop a nonsteady-state 
model for the membrane transport process. Since a transitory 
system has the capability for storage of the substance being 
transported, it is necessary that the bond graph include C 
elements as appropriate. In the present system the storage oc
curs as the positive or negative accumulation of molecular 
species within the cell in response to changes in the ex
tracellular composition of components A and B. A bond 
graph describing this system is shown in Fig. 4 in which the in
terior capacity of the cell is represented as a single three-port 
capacitance. The volume of the cell is altered by either chang-

-=*• C 

Fig. 4 A bond graph of the transient membrane transport process 
showing the intracellular accumulation of the two mobile chemical 
species A and B in terms of a three-port capacitance element. Pressure-
volume interactions on the cell are also included. 

ing the pressure or by exchanging moles of chemical species 
across the membrane. This model lumps the entire transient 
intracellular mass together into a single element that, in princi
ple, represents the changing volume of the cell that could be 
measured under an experimentally imposed osmotic stress. 
The capacitor has a single port for the flow of each of the 
mobile chemical species, and a port for the pressure-volume 
interactions. The capacitor element represents a coupled 
storage process in which the individual chemical potentials are 
funtions of the numbers of moles of all species present. 

The capacitance may be modified to describe a more ideal
ized case, as shown in Fig. 5, for which the capacitances for 
each chemical species are uncoupled, corresponding to a 
removal of coupling in the storage process. Each of the species 
acts independently, and the response to pressure-volume in
teractions are realized through a common effort junction. The 
chemical potentials of individual species in this system are 
dependent only on the same species mole numbers. Ap
plicability of this refinement is dependent on the elements that 
compose the system. 

The building block approach to bond graph modeling is il
lustrated by the progressive development of a system simula
tion discussed in this section. The bond graph presented in 
Fig. 5 has adequate detail to describe the physical processes 
that govern the osmotic behavior of cells during freezing. 
However, most experiments are designed to measure 
biophysical properties of the cell that do not correspond to the 
elements in the model; specifically, the three R dissipation 
elements are not quantifiable by simply executed experimental 
protocols. Kedem and Katchalsky (1958) have identified mem
brane permeability parameters amenable to experimental 
measurement. It is thus convenient to rebuild the bond graph 
so that these parameters are identified. The K-K permeability 
parameters will be defined in the next section and the bond 
graph rebuilt accordingly using the building blocks already 
presented. Application of this technique to a specific problem 
involving cell cryopreservation will be addressed. 

Theoretical Model 

The theoretical derivation of a thermodynamic model for 
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Fig. 5 Reticulation of the bond graph in Fig. 4 to include single-port 
capacitance elements for the ideal case of independent intracellular ac
cumulation of each of the mobile chemical species that can be 
transported across the plasma membrane 

the freezing of cells has been presented previously in detail for 
both binary (Mazur, 1963) and ternary (Diller and Lynch, 
1983) solutions. Briefly, the model consists of an isothermal, 
isobaric, thermodynamic system composed of the cell and its 
extracellular medium divided by a semipermeable membrane. 
This membrane is assumed to allow the mass flux of water J„ 
and of cryoprotectant additive Ja, but to be impermeable to 
electrolytes and other solutes. Both fluxes arise from the 
chemical potential differences of water and additive across the 
membrane An„ =/»'«. — Pw and A/*B = ji4-/x°, where the 
superscripts / and o stand for inside and outside of the cell, 
respectively. The internal entropy generation per unit area is 
given by (Katchalsky and Curran, 1967) 

(dS/dt)/A = JwAnw/T+ Ja Aixa/T (1) 

From irreversible thermodynamics the flows can be 
represented as a linear function of forces since the sum of the 
product of flows (/,) and forces (A/*,-) is equal to the entropy 
generation, that is, / ,=EL,y A/ij, where the Ltj are called 
phenomenological coefficients. Therefore, for a membrane 
permeable to water and additive, the flux equations can be 
written as 

(2) 
Jw —-LwwAfiw +L,waAfia 

Ja=LavlAjiw+LaaAlxa 

and, according to the Onsager reciprocal relation, Lwa=LaK. 
Therefore, three parameters are needed to characterize the 
membrane as relating to the water permeability L„„, the ad
ditive permeability Laa, and the coupling coefficient Lwa. 

Kedem and Katchalsky (1958) have transformed the 
transport equations (2) into a new set of coupled equations in 
terms of three convenient membrane parameters and simply 
measured concentration driving forces. In the derivation of 
these equations it is assumed that the solutions are volume 
dilute, and therefore, they approximate ideal solutions for 
which the chemical potentials can be given as 

A/*w = v„(RTACw and Apa = (RTACJCy (3) 

OS is the mean additive molar concentration, CS=(Oa + 
C°)/ln (C'a/C°). For a closed thermodynamic system the mass 
is constant; therefore, the concentration difference of water 

can be expressed in terms of the concentration differences of 
additive and nonpermeable solute (electrolyte) as ACW = 
- (ACa + AC,), which yields 

Anw=-vw(RT(ACa + ACs) (4) 

The transformation to the new (K-K) equations from equa
tions (2) is produced by defining a new set of flows: the 

Jy — Jw V»,+J„ V„ 
(5) 

1—1 /C"'— 1 v 

We may obtain a new set of forces related to these flows by 
imposing that the dissipation function, <j>=T dS/dt, be un
changed in the transformation to the new set of flows and 
forces: From equation (1) 

<t>l/A=Jw Alj,w + Ja Afia (6) 

and with the new set of flows 

4>1/A=JYXy + JDXD (7) 

Setting 4>\ = 4>2 ar>d solving for the forces we obtain 

Xv = AliJ[vw (1 + 0)] + OS Afia/{1 + 6) (8) 

XD = {C™/(1 + 6) ] [A»a - va AfiJvJ 

where 6 = va OS- Jy and JD will also depend linearly on the 
forces Xv and XD and a new set of phenomenological coeffi
cients 

Jy — Ln Xv + L12 XD 

JD=L\2 Xy + L-ft XD 

(9) 

The coefficients Ln, L22, and Ln =L1X can be expressed in 
terms of the K-K permeability coefficients: the water 
permeability Lp, the solute permeability u, and the reflection 
coefficient a. By eliminating the concentration driving forces 
between equations (8) and (9), and solving for Jw and Ja with 
equations (5), we obtain the equivalent K-K transport equa
tions 

dnw/dt = (A(RTLp/vw) [ACs + v„ co/Lp) ACa) (10) 

dna/dt=A(RTLp ( Q " ( l - a ) ACs + [a(l-a) OS~u/Lp] ACa] 

where the fluxes have been expressed in terms of the rate of 
change of moles of each species and the cell surface area, 
Jw= - 1/A {dnjdt) and Ja = - l/A (dna/dt). 

The transmembrane concentration differences of im
permeable solute, ACS = Os-C°, and additive, ACa = Oa-Oa, 
depend on the amount of water, impermeable solute, and ad
ditive within the cell 

(11) 
ACS (osmol/liter) = «,/«„,;>„,-C° 

ACa (osmol/litei) = na/nwvw~C° 

These concentration differences can be converted to molal 
terms (mol/kg H 2 0) by introducing the conversion factors for 
dilute aproximations, 1 liter solution/kg H 2 0 . The concentra
tions outside the cell are fixed and set by imposed external 
conditions. 

The total amount of water in the cell nw is composed of 
water that is osmotically active (free to participate in flows 
across the membrane), and water that is tightly bound to the 
nonpermeable solutes and cannot participate in the osmotic 
process 

nw=ni + nb
w (12) 

where the superscripts / and b stand for the free and bound 
water. Therefore, the water referred to in equation (10) is the 
water that is capable of permeating through the membrane nQ. 
However, to compute the intracellular solute concentrations, 
either the total water or the free water content may be used as 
in equations (11), depending on the constitutive model used 
(Levin et al., 1976). 
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The total cell volume is computed from all the constituents 
within the cell plus the membrane 

^cell = nwvw + nava + nsvs + ^mem 
(13) 

Since the volume of the membrane, the impermeable solute, 
and water tightly bound to it do not participate in the osmotic 
process, these may be lumped into a single "fixed" volume 
Vf. Therefore 

Vcdi=ni>>w+"„"«+¥/ (14) 
A value for the fixed volume may be obtained by suspending 
the cells in a saline solution and measuring the equilibrium 
volume while increasing the concentration. A Boyle-Van't 
Hoff curve can be produced by plotting a linear regression of 
the volume versus the inverse of the salt osmolality. The fixed 
volume is obtained by extrapolating this line to infinite 
concentration. 

For freezing it is assumed that ice is formed only in the ex
tracellular solution, giving rise to a transient chemical poten
tial difference across the membrane. The composition of the 
remaining extracellular liquid is determined for temperatures 
above the eutectic point by the equilibrium ternary phase 
diagram and the initial concentration. Equations (10) can be 
transformed to a temperature basis for freezing processes by 
introducing the cooling rate B = dT/dt. Thus 

T=Bt+Tin (15) 

where Tin is the initial temperature at time t = 0. 
The temperature dependence of the permeability parameters 

Lp and co can be expressed as an Arrhenius function 
K-AE/«)(i/r-i/r0)] 

Lp=Lpge (l°> 

and Lp/ca = const, i.e., Lp and « have the same activation 
energy in lieu of specific data to the contrary, where AE is the 
activation energy and T0 = 298.15 K. The reflection coeffi
cient a is assumed to remain constant over the temperature 
range of interest. The temperature-dependent coupled 
transport equations are obtained by substituting equations 
(15) and (16) into (10). 

Network Thermodynamic Model for Cell Freezing 

The preceding formulation of the coupled membrane 
transport process can be expressed in terms of the basic bond 
graph elements that were presented earlier. For example, the 
Onsager reciprocal relations that describe the dissipative flows 
across a membrane can be written as 

E 

where 

AixB = R ^ JA + RBJB 

R, 

(17) 

{Ra + Rc/rD 

RB = (Rb+Rc/r
2
b) (18) 

RAB = (Rc/rarb) 

Equations (17) and (18) can be represented in matrix form as 
[A/x] = [R] [J]. This equation transforms to equations (2) for a 
water plus permeable solute system, which may be written in 
matrix form as 

[7] = [L][A/x] (19) 

by inverting the matrix of phenomenological coefficients [L] 
and equating it to the matrix of coefficients [R] where 
[R] = [L] ~'. The resistances are expressed in terms of the 
phenomenological coefficients as 

R,4 =L„/\L\, RB=Lm/\L\, and RAB=-Lmi/\L\ (20) 

where \L | is the determinant of the matrix [L]. In this transfor
mation the flows are replaced by the fluxes, and the product of 
the conjugate power variables produces the dissipation func
tion per unit area </>'. 

X, 

™<̂ ™ ft\ 

T:r. 

0 

J A / r A " a 

• ^ R 

JB/r B ' 1 b 

T:r, 

X D 

-*>R 

JD 

E 
Fig. 6 Bond graph representation of the hydrodynamic coupling bet
ween the diffusive fluxes shown in Fig. 3 in terms of alternate forces 
and flows defined in equation (9) 

It is noted that three resistances are required to characterize 
this flow: a resistance for each of the two permeable species, 
and a coupling resistance. This is in accord with the develop
ment by Kedem and Katchalsky (1958) discussed previously 
where the permeability equations for coupled flow in a mem
brane are expressed in terms of three coefficients. 

In order to express the bond graph resistances in terms of 
the commonly used K-K membrane parameters, it is necessary 
that equations (9), as written in matrix format, have the same 
form as equation (19) when the forces are replaced by Xv and 
XD and the flows by Jv and JD, i.e., [J] = [L'\ [X\. Therefore, 
the bond graph of Fig. 3 can be transformed to formulate 
equations (9) by replacing A/^ and A^B by Xv and XD, and Jv 

and JD by JA and JB, respectively, as shown in Fig. 6. The 
conjugate sources of effort that produce the forces Xv and XD 

must be included. For this bond graph the resistances are 
determined by inverting the matrix of coefficients, 
[R] = [L' ] " ' . Once again the resistances are expressed in terms 
of the phenomenological coefficients as 

' RA =L21/\L> |, RB =Ln/\L' |, and RAB=-Ln/\L'\ (21) 

These resistances can be expressed in terms of the K-K 
membrane parameters Lp, a, and co, by introducing the 
following definitions for the coefficients (Kedem and Kat
chalsky, 1958): 

•^n — Lp 

-oLp/[\+d (\-o)] (22) 
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Fig. 7 Bond graph representation of the coupling structure of additive 
and water fluxes across a membrane in terms of the K-K governing 
transport parameters 

L22 = w(l + d)2/[C% {0(1 - a) + 1)] + o2Lp/{6( - a) + 1)2 ' 
From equations (18), (21), and (22) the resistances are 

solved for as 

Ra = C?/Ml+m 
Rb = \/L„ + cr/[«(l + 0)]2 [C>/[0(1 - o-) + 1] + VvJ (23) 
Rc=-6oC'a"/[u(l+d)]2 

where the transformer moduli in equation (18) have been con
veniently selected as ra = 1 and rb= -8. 

The fluxes Jv and JD are implemented in the bond graph as 
shown in Fig. 7 according to their definition in equations (5). 
The flows Jw and Ja, which are multiplied by a modulating 
constant or variable at the transformers, add at the 0 junctions 
at the sides of the graph according to the power direction ar
rows producing Jv and JD at the center portion input bonds. 
The forces at the top and bottom 1 junctions must be Ap„ and 
Ana, respectively, since the dissipation function was held con
stant in the definition of the new set of forces Xv and XD and 
the product of all the forces and flows in this bond graph pro
duce </>'. This is the power conservation characteristic of the 
junction structures; the total power entering the junction must 
be equal to the power leaving the junction (Paynter, 1961). 

The bond graph described above is constructed to model a 
constant hydrodynamic coupling between water and 
permeable additive in a membrane with the resistances ex
pressed in terms of the K-K membrane parameters. The tran
sient nature of the flows in a cell are coupled with the change 
in mol content (or displacement variables) of each species 
within the cell due to the fluxes across the membrane. 
Therefore, the cell intracellular solution is modeled as a 
capacitor of water and of permeable additive, and the ex
tracellular solution as a source of mass at a defined concentra
tion for each species. The extracellular sources are dependent 
on the system temperature during freezing processes according 
to the ternary thermodynamic phase diagram for the mixture. 

A capacitor and a source for each permeable species may 
also be implemented in a bond graph as shown in Fig. 8. The 
chemical potential differences Afiw and Afia are produced in 
the top and bottom 1 junctions by the sources and capacitors 
since the efforts add at the 1 junctions according to the power 
direction arrows. Also, since the flows are the same at the 1 
junctions, the respective fluxes J„ and Ja are the same out of 
the extracellular sources, into the intracellular capacitors, and 
into the central coupling structure. 

Fig. 8 Bond graph model of the coupled membrane transport in terms 
of the K-K force and flow parameters. Capacitance, dissipation, and 
transformation components and their communication within the system 
are indicated clearly. 

The constitutive relation for the capacitances of the species i 

«/=Kexp[0t,-/i/°)/<R71 (24) 
where Fis the volume of the intracelluar solution and pf is the 
reference chemical potential. Note that /x°,- must contain a nor
malizing factor to allow for the units in equation (24) to be 
consistent. Since the flows at the top and bottom 1 junctions 
are known, the incremental capacitance C for each capacitor 
can be determined by the definition C = dq/de, where q is the 
generalized displacement and e the generalized effort. The 
displacements are computed by integrating over time the flow 

Qi = \f.dt = - 1 /A\(dn/dt)dt (25) 
Thus 

Qw = ~n„/A and qa = -na/A 
The respective capacitances are computed as 

Cw = -n„/A(RT and C„ = -n„/A(RT 

(26) 

(27) 

The resistances and some transformers are modulated in
directly by n„ and na, for example, by containing in their con
stitutive relations C™, which is a function of n„ as well as na. 
This "cross-modulation" makes the bond graph very 
nonlinear and difficult to formulate and reduce for simulation 
by hand. However, the model contains all the necessary infor
mation to produce automatically the governing equations. 
Note that the chemical potential differences Afiw and Apa will 
have to be approximated by equations (3) and (4) to produce 
the K-K equations in the formulation process. 

Sample Simulation of Coupled Membrane Transport 

The bond graph model shown in Fig. 8 was applied to 
simulate the process of adding a glycerol solution to a suspen
sion of human erythrocytes in preparation for subsequent 
freezing. This protocol corresponds to that devised by 
Papanek (1978) to test the data evaluation procedure for ex
periments involving mixing of osmotically active agents with 
cell suspensions in a stopped-flow chamber. The bond graph is 
designed such that the effort variables are the transmembrane 
concentration driving forces and the flow variables are the 
water and additive fluxes. The reduction and formulation of 
this bond graph produces the governing K-K equations. 

The model for the coupled transport can be represented for 
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Table 1 Cell biophysical data for human erythrocytes as implemented 
in the simulation (from Papanek, 1978) 

1) L p 
2) CO -
3) a 
4) Tin 
5) r 
6) B 
7) AE 

8 ) u w 
9) " a 
10) R 
11) A 
12) Vcell 
13) Vdead 
14) nj> 

i 
15) n s 
16) 1 
80) 298.15 

<?. —© 

Fig. 9 Block diagram model for implementing the K-K membrane 
coupled transport equations and determining the transient cell volume 
during a defined osmotic stress 

simulation purposes if block diagram model elements are com
bined with the bond graph elements. The idea behind the 
block diagrams is to represent the system variables as signals 
constrained to flow along the lines connecting the blocks, en
forcing the governing equations. The advantage of using block 
diagram models is that they can be used with existing software 
to simulate the model on a computer with an approach similar 
to that for solving differential equations on analog computers. 
This also permits a simple accommodation of nonlinearities 
that characterize biological systems. The basic block elements 
are the integrator block, which integrates the rate of change of 
a variable to produce that variable; the arithmetic blocks, 
which perform the basic arithmetic operations; and the func
tion blocks, which apply a certain function (e.g., sine, ex
ponential, logarithmic) to the input signals. 

In the study of cell osmotic response it is often desirable to 
be able to simulate the transient cell volume for several dif
ferent processes and compare the dynamic response. For ex
ample, one may wish to compare graphically the cell response 
to freezing for different permeability parameters or with dif
ferent nucleation temperatures. Also one may be interested in 
changing some parameter such as temperature or external con
centration during the actual simulaton. It was found that the 
cell volume can be simulated in a versatile fashion using the 
simulating program TUTSIM2 (Twente University of 
Technology Simulating Program). This is a program that 
simulates dynamic systems interactively, allowing flexibility of 
changing model parameters during the simulation. The gov
erning equations are generated automatically and are solved 
by a simple Euler method. TUTSIM accepts model inputs in 

2 For further information contact Applied i, 200 California Ave., Suite 212, 
Palo Alto, CA 94306. 

isotonic cell volume 

cell surface area 

non-perm, solute content 

free water content 

bound water content 

cell fixed volume 

Vce]1(iso) 

A 

n 
s 

n (iso) w v ' 
b 

n 
w 

vf 

100 x 10 cm 

135 x 10~8cm2 

2.16 x 10 osrnol 

3.33 x 10~12mol 

6.66 x 10" B mol 

40. x 10~12cm3 

Permeability parameters for cells initially suspended in isotonic saline immersed in isotonic 

saline and 0.25M glycerol included: 

L = 1.23x10"" cnvVdynesec 
P 

CO = 2.14 x 10"16 mol/dynesec 

a = 0.88 

the form of block diagrams, bond graphs, and combinations 
of both. 

In the present analysis the program TUTSIM was im
plemented for simulation of the coupled transport process on 
an IBM PC/AT microcomputer. An equivalent block diagram 
of the coupled membrane transport system is shown in Fig. 9, 
and has been described in greater detail previously (Montoya 
et al., 1987). Nonetheless, a few brief comments are offered to 
indicate how the model is interpreted in this format. The mem
brane coupled transport, which is governed by equations (10), 
can be modeled completely with a block diagram. In addition 
to enforcing the K-K equations, this block diagram models the 
cell volume: Block 22 produces the total water volume in the 
cell computed with equation (12), and block 23 the total cell 
volume according to equation (14). All the blocks to the left of 
the integrators enforce the right-hand side of equations (10). 
The temperature is computed according to equation (15) and is 
produced by block 19. The permeability temperature 
dependence of equation (16) is produced by block 33. Blocks 
27 and 28 output the concentration differences according to 
equations (11) and block 30 outputs C™ The extracellular con
centration of electrolyte and additive are produced by blocks 
32 and 31 according to the ternary phase diagram for a given 
temperature and initial concentration. The initial concentra
tion is expressed as the initial ratio of mass of additive to the 
mass of electrolyte in the solution, r = ma/me. The structure of 
blocks 31 and 32 will depend on the particular cryoprotectant 
additive used. 

This method of simulation has proven to be very versatile 
with regard to the flexibility of changing model elements in
teractively on the computer and the capability of implement
ing the program on a microcomputer IBM PC/AT for solving 
the coupled nonlinear transport equations. Although more ad
vanced methods are being developed for direct simulation of 
nonlinear bond graphs, TUTSIM does afford a present il
lustration of the utility of this approach to modeling. 

A brief Fortran subroutine was written in the standard for
mat defined for TUTSIM to provide necessary parameter in
itial or constant values. The biophysical parameters supplied 
to the model were identical to those defined in Papanek's 
data, and are summarized in Table 1. 

The specific protocol that was simulated consisted of the 
constant temperature osmotic response of erythrocytes to mix
ing with 0.25 M glycerol solution. Both the initial and final 
solutions were assumed to include isotonic saline. This type of 
constant-temperature osmotic stress trial was simulated 
because it constitutes an important class of experiments con
ducted in our laboratory to measure the physiological proper
ties of living cells relevant to their response to the stress of 
cryopreservation (e.g., Schwartz and Diller, 1983; Diller and 
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Fig. 10 Output from a simulation showing the osmotic induced tran
sient volume response of human erythrocytes initially suspended in 
isotonic saline to rapid mixing with a solution of 0.25 M glycerol in 
isotonic saline. The typical shrink-swell response sequence is 
observed. 

Bradley, 1984; Aggarwal et al., 1988; McCaa et al., 1988). 
These experiments are run at constant temperatures both 
above and below 0°C. Further application of the model to 
problems characterized by a transient temperature is ac
complished by transforming the equations from the temporal 
to the thermal domain, and will be described in a subsequent 
paper. 

In this simulation the activation energy was set to zero since 
the temperature was held constant; therefore the values for 
Lpg and wpg were equated to the corresponding values listed in 
Table 1. In trials for which ice is present the extracellular 
medium, which causes a concentrating of solutes in the liquid 
phase and thereby produces an osmotic stress on the cells, the 
salt and glycerol concentrations are determined according to 
the ternary phase diagram in terms of the system temperature 
and initial concentration. The equations for solute concentra
tion as a function of temperature between the melting point 
and the "pseudo-binary eutectic point" were those developed 
by Pegg (1983). In the present simulation in which the cellular 
environment was manipulated by a simple step change in the 
bathing medium chemical composition at constant 
temperature, the input to the effort source in the model was a 
change in the extracellular solute concentration to a composi
tion of 0.29 osmol/kg and 0.25 M glycerol. 

The expected shrink-swell response was observed from the 
output, as shown in Fig. 10. The simulation was complete 
after about 20 s of computer time. The integration time step 
size was 5 ms and the equations were integrated over a time 
span of 10 s. It should be noted that Papanek modified the 
K-K equations in order to model nondilute solutions; 
however, the solutions in the test example were sufficiently 
dilute to be modeled accurately by the original K-K equations. 
Indeed, comparison of the transient volume plots generated by 
the present model and by Papanek for the same protocol 
shows that the results of the two simulations are 
indistinguishable. 

The network thermodynamic method of simulation by bond 
graphs is very general and is conducive to easy alteration of 
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system parameters and boundary interactions interactively on 
the computer without requiring reformulation of the 
mathematical description of the problem. In the present ap
plication this versatility should permit the efficient prediction 
of optimal freezing procedures by simulating and comparing 
the model response for a variety of cells and freezing 
protocols. 
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Forced Convection in the Entrance 
Region of a Packed Channel With 
Asymmetric Heating 
The problem of a thermally developing forced convective flow in a packed channel 
heated asymmetrically is analyzed in this paper. The flow in the packed channel is 
assumed to be hydrodynamically fully developed and is governed by the 
Brinkman-Darcy-Ergun equation with variable porosity taken into consideration. 
A closed-form solution based on the method of matched asymptotic expansions is 
obtained for the axial velocity distribution, and the wall effect on pressure drop is il
lustrated. The energy equation for the thermally developing flow, with transverse 
thermal dispersion and variable stagnant thermal conductivity taken into considera
tion, was solved numerically. To match the predicted temperature distributions with 
existing experimental data, it is found that a wall function must be introduced to 
model the transverse thermal dispersion process in order to account for the wall ef
fect on the lateral mixing of fluid. The variations of the local Nusselt number along 
the streamwise direction in terms of the appropriate parameters are illustrated. The 
thermal entrance length effect on forced convection in a packed channel is 
discussed. 

Introduction 

In the early experimental study of forced convection in a 
heated packed tube, the heat transfer coefficient and the effec
tive thermal conductivity were determined independently. The 
heat transfer coefficient was determined from the amount of 
energy absorbed by the fluid, which was obtained by measur
ing the inlet and outlet temperatures of the fluid (Colburn, 
1931). The value of the local effective thermal conductivity 
was determined by a graphic differentiation of temperature 
data (Hall and Smith, 1949; Bunnel et al., 1949). From the 
early experimental data, it has been observed that steep radial 
temperature gradients exist near the heated and cooled walls 
of a packed tube (Hall and Smith, 1949; Bunnel et al., 1949; 
Coberly and Marshall, 1951). These steep temperature gra
dients, resembling a temperature discontinuity at the wall and 
porous medium interface, are especially pronounced at high 
Reynolds numbers or high particle/tube diameter ratios. It has 
been suggested that the steep radial temperature gradient, 
which implies additional thermal resistance there, is caused by 
the wall effects on velocity, stagnant thermal conductivity, 
and the transverse thermal dispersion process. 

To account for the localized thermal resistance near the wall 
while retaining the plug flow assumption, Coberly and Mar
shall (1951) introduced the concept of a wall heat transfer 
coefficient hw, which is defined as 

Qw ~ " » ( ' iv -"ext) (1) 

where qw is the local heat flux, T*xl is the temperature of the 
packed bed at the wall, which differs from the wall 
temperature T*. It follows from equation (1) that the Nusselt 
number Nuw is given by 

N u „ = - ^ -
QKdp 

V 
lr*( T* —T*\ 

(2) 

where kf is the thermal conductivity of the fluid. To be consis
tent with equation (1) and the plug flow model, Coberly and 
Marshall (1951) introduced the following thermal boundary 
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condition for the analysis of forced convection in a packed 
tube: 

fdr\ (3) 

where k*r is the average effective radial thermal conductivity 
of a cylindrical packed column with radius rj- It is relevant to 
note that equations (l)-(3) have made the unrealistic assump
tion that a temperature discontinuity exists at the wall and 
porous medium interface. 

If the values of hw and k*r in equation (3) are assumed to be 
constant (i.e., independent of position), the energy equation 
(with the assumption of a plug flow) subject to boundary con
dition (3) and the entrance condition can be solved by a 
separation of variables. With the aid of the analytical solution 
and in comparison with the temperature data, the values of k*r 

and hw can be determined simultaneously as a function of the 
Reynolds number Red. This method and its variations have 
been used for the determination of k*r and hw by most of the 
subsequent investigators. It has been found (Beck, 1962) while 
the value of k*r can be correlated as a linear function of Red, 
the exponent of Red in the correlation equations for Nuw, 
however, varies widely from 0.33 to 1.0 as reported by various 
investigators. Li and Finalyson (1977) have attributed the 
widely scattered data to the thermal entrance length effect, 
i.e., the value of h„ in equation (3) is not constant but is a 
function of position. 

Little experimental work has been done on forced convec
tion in a packed channel. As far as the authors are aware, the 
only published data on forced convection in a packed bed of 
this geometry are from Schroeder et al. (1981), who have per
formed an experiment on forced convection of water in a 
packed bed between parallel plates separated by a distance 2H 
and heated asymmetrically. The packed channel, having a 
high length (L) to width (2H) ratio, was filled with glass 
spheres having a particle diameter (dp) to half-width (H) ratio 
of 0.074 and 0.37. The temperature profiles at the location 
x*/2H = 13.5 were measured. The correlation equations for 
the average effective transverse thermal conductivity and Nu„, 
(defined in equation (2)) as a function of Red were obtained. 

In a series of papers, Cheng and co-workers (Cheng and 
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Vortmeyer, 1986; Cheng and Hsu, 1986a, 1986b) have per
formed analytical studies of a hydrodynamically and thermal
ly fully developed flow in a rectangular or an annular packed 
column with asymmetric heating. In these analyses, the 
Brinkman-Darcy equation (Brinkman, 1947) with variable 
porosity was used as the momentum equation. The transverse 
thermal dispersion conductivity is regarded as a point func
tion, which depends on the local axial velocity. A wall func
tion was introduced to account for the reduction of the lateral 
mixing of fluid due to the presence of the wall. As a result, the 
unrealistic boundary condition given by equation (3) need not 
be imposed. 

In this paper an analysis is carried out for the problem of 
thermal entrance length effect on forced convection in a 
packed channel, using an approach similar to those of the 
previous papers (Cheng and co-workers, 1986, 1986a, 1986b). 
Instead of the linear Brinkman-Darcy equation, however, the 
nonlinear Brinkman-Darcy-Ergun model (Vafai and Tien, 
1981; Vafai 1984) is used as the momentum equation to take 
into consideration the inertial effect. Both the method of 
matched asymptotic expansions (Van Dyke, 1964) and the 
finite difference method are used to solve the nonlinear equa
tion for the axial velocity distribution. The pressure drop in 
the packed channel as a function of the Reynolds number is 
obtained. The wall effects on transverse thermal dispersion 
and stagnant thermal conductivity are taken into considera
tion in the energy equation, which is solved numerically for 
the thermally developing flow. The constants in the expression 
for the transverse thermal dispersion conductivity are deter
mined by matching the predicted temperature distributions in 
the packed channel with the experimental data of Schroeder et 
al. (1981). 

Flow Field 

Consider a hydrodynamically fully developed flow through 

a packed bed between parallel plates located at y* = 0 and y* 
= 2H. If the porosity variation near the walls is taken into 
consideration, the porosity can be approximated by (Vafai, 
1984; Vortmeyer and Schuster, 1983) 

0 * = 0 i [ l + C ,exp( -N , r /«? , ) ] Oxy*<iH (4a) 

P = <feil + Clex.p[-Nl(2H-y')/dp]}, H<y*<2H (46) 

where </>£ = 0.4 is the porosity at the core of the packed bed; 
dp is the particle diameter; C, = 1 and N{ = 2 (Vafai, 1984; 
Vortmeyer and Schuster, 1983). The momentum equation 
based on the Brinkman-Darcy-Ergun model (Vafai and Tien, 
1981; Vafai, 1984) is 

H*u* p*F* 

K* 

dp* 

~dx* 

cPu* 

<j>* dy* 
(5) 

where u* is the Darcian velocity in the x* direction (i.e., the 
stream wise direction). dp*/dx* is the externally imposed 
pressure gradient; p* and /** are the density and viscosity of 
the fluid. For a packed-sphere bed, the permeability of the bed 
is related to the porosity by 

K*= y , (6) 

«(i-<n2 

where a = 150 is an empirical constant (Ergun, 1952). The 
quantity F* in equation (5) is a dimensionless coefficient for 
the inertial effect, which depends only on 4>*, i.e., 

b 
F* ~ M*in (7) 

where b = 1.75 is also an empirical constant (Ergun 1952). 
Since the velocity profile is symmetric about the centerline at 
y* = H, we need to consider the flow field in half of the 
packed bed, i.e., in the domain of 0 < y* < H. Thus, the 
boundary conditions for the velocity are 

N o m e n c l a t u r e 

a = 

B = 

Bn = 

b = 

C = 

C„ = 

D = 

Dr = 

F 

constant defined in 
equation (406) 
empirical constant in 
equation (6) 
constant defined in 
equation (40b) 
porosity function de
fined in equation (56) 
empirical constant in 
equation (7) 
constant defined in 
equation (406) 
constant defined in 
equation (13) 
constant in equation (4) 
constant defined in 
equation (62) 
specific heat at constant 
pressure 
integration constant 
defined in equation (43) 
empirical constant 
defined in equation (57) 
particle diameter 
dimensional and dimen
sionless functions de
fined in equations (7) 
and (10), respectively 

H = 

hw = 

K*,K = 

K 

k*r = 

K'T 

ftpr — 

kPV — 

half-width of the 
channel 
wall heat transfer coeffi
cient defined in equa
tion (1) 
dimensional and dimen
sionless permeabilities 
of the packed bed de
fined in equations (6) 
and (10), respectively 
stagnant thermal con
ductivity of the packed 
bed 
thermal conductivity of 
fluid 
thermal conductivity of 
particles 
thermal dispersion con
ductivity of the packed 
bed 
effective radial thermal 
conductivity of the 
packed bed 
dimensional and dimen
sionless effective 
transverse thermal con
ductivity of the packed 
bed defined in equations 
(54) and (63) 

I 

m 

N 
N, 

n 

Nud 

Nud 

Nu,, 

p* 
Pr 

Qw 
Qw 

r* 
r* 

wall function defined in 
equations (57) and (58) 
empirical constant 
defined in equation (57) 
inertial parameter 
constant defined in 
equation (4) 
constant associated with 
the inertial parameter N 
local Nusselt number 
defined in equation 
(67a) 
average Nusselt number 
defined in equation 
(676) 
Nusselt number defined 
in equation (2) 
pressure 
Prandtl number of the 
fluid 
local surface heat flux 
average surface heat 
flux 
radial coordinate 
radius of a cylindrical 
packed column 
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y*=0: u* = 0 (8) 

y*=H: u* = ui (9) 

where HJ, is the velocity in the core region. 
We now define the following normalized variables: 

u = u*/uZ,, 4> = 4>*/<j>%, K=K*/Kl, 

F=F*/F^, y=y*/H (10) 

where K*m = 0 £ 3 d * / a ( l - 0 i ) 2 and F*m = b/MZin- Equa
tions (4)-(7) in terms of the new dimensionless variables are 

NF cPu 

K KL 4> dy2 

-N^y/y 

K--
03 

[l + C „ ( l - 0 ) ] 2 

F=<b~3/2 

(11) 

(12) 

(13) 

(14) 

where y = dp/H, a = (V'K*a/<£*)/H = 5.44 X \0~2y (it $*„ 
= 0.4), a . = - K / ^ O * * / * * , ^ = * i / ( l - « i ) = 
2/3 (if 0* = 0.4), and TV = n i?eoo with « = [1/(1 - </>£)] 6/a 
= 1.94 x 10-2(if</>£ = 0.4, a = 150, and b = 1.75) and Re„ 
= u*„dp/v where c* is the kinematic viscosity of the fluid. 

Boundary conditions (8) and (9) in terms of the new 
variables are 

y = 0: 

y=l: 

u = 0 

« = 1 
(15) 

(16) 

The relative importance of the inertial resistance to that of 
Darcian resistance can be examined from the momentum 
balance in the core region. In the core region where the 
boundary friction effect is negligible and u = <t> = F = K= 1, 
equation (11) becomes 

1+N=a„ (17) 

where N is a positive quantity. Substituting equation (17) into 
equation (11) yields 

K lKyl J 
1+-

cPu 

4> dy2 (18) 

Equation (18) together with equations (12)-(16) are the 
governing equations and boundary conditions for the prob
lem. We now attempt to solve the problem by the method of 
matched asymptotic expansions under the conditions » « 1, 
7 < l . ande = a/y^Jl+N = 5.44X 10_ 2 /Vl +N <5C 1, where 
e is the thickness ratio of the boundary friction layer to the 
variable porosity layer. 

Outer Solution. For the variable porosity layer, we define 
the following outer variables 

Y=y/y (19a) 

U=u (196) 

Equations (12) and (18) in terms of the outer variables are 

>=1 + C,e 

U 
- + N U2-! 1 + 

<E2(1+A0 (fU 

dY2 

where 

6 = ff/7Vl+7V. 

(20) 

(21a) 

(21b) 

Equations (20) and (21) with K and F given by equations 
(13) and (14) are to be solved subject to the boundary condi
tion 

U=\ (22) 

We now assume the following series expansions for the 
outer variable U: 

U=U0 + 0(e) (23) 

Substituting equation (23) into equations (21) and (22) yields 

Nomenclature (cont.) 

* r 

Tf = 

Rerf = Reynolds number based 
on the mean velocity 

Re^ = Reynolds number based 
on the velocity in the 
core of the packed bed 
temperature 
temperature of the cold 
plate 
temperature of the hot 
plate 
inlet temperature of the 
fluid 

T* = wall temperature 
7xt = temperature of the 

packed bed at the wall 
that is extrapolated 
from the interior of the 
bed 

, u = dimensional and dimen
sionless axial velocities 
defined in equation (10) 

um = dimensional and dimen
sionless mean axial 
velocities defined in 
equation (51) 

U = outer variable defined in 
equation (19) 

x" = 

y\y = 

streamwise coordinate 
dimensionless outer 
variable defined in 
equation (19a) 
dimensional and dimen
sionless coordinate 
defined in equation (10) 
constant defined in 
equation (46ft) 
dimensionless pressure 
gradient based on «£, 
dimensionless pressure 
gradient based on u*n 

defined in equation (53) 
constant in equation 
(12) 
perturbation parameter 
defined in equation 
(2\b) 
transformed coordinate 
in the axial direction 
defined in equation (62) 
transformed coordinate 
defined in equation (66) 
dimensionless 
temperature defined in 
equation (63) 

X = constant defined in 
equation (386) 

A = ratio of thermal conduc
tivity of the fluid to that 
of the solid 

ix* = viscosity of the fluid 
v* = kinematic viscosity of 

the fluid 
p* = density of the fluid 

a = parameter in equation 
(11) 

4> = porosity and normalized 
porosity defined in 
equation (10) 

u = empirical constant in 
equation (58) 

Superscript 

Subscripts 

quantities associated 
with inner variables 

quantities at the core 
first-order perturbation 
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y - o o : 

ul-\ = 1 (24) 

£/„ — 
^ 0 

1 / 1 AN(\+N) 

K + ^K2 + KW2 F 

2NF 

U0 = \ (25) 

Equation (24) together with equations (13) and (14) subject to 
the boundary condition (25) constitutes the first-order outer 
problem. Since equation (24) is an algebraic equation, it can 
be solved for U0 to give 

(26) 

KW2 
where the positive sign in front of the square root has been 
chosen so that the boundary condition (25) can be satisfied. It 
is relevant to note that at the limit of n—0, equation (24) gives 

U0=K (27a) 

and in the limit of JV— oo, equation (24) gives 

U^-jjr (276) 

Inner Solution. With the inertial effect taken into con
sideration, the characteristic length of the boundary friction 
layer depends not only on a but also on N, which can be shown 
as follows. From equation (11), it is seen that the thickness of 
the viscous sublayer is of 0(a) when N <sc 1, while the 
thickness of the sublayer is of 0(<T/VA9 when N » 1. In order 
to combine these two scales into the perturbation analysis, the 
following inner variables are introduced: 

,-> V I + T V „ 
Y= y, u = u, 4> = <f>, F = F, K = K 

a 

In terms of these variables, equations (20) and (21) become 

(28) 

>=1 + C,e 

1 u N 
TT- + -

(29) 

F „, \ <Pu 
W2 = 1 + - T - - T - ^ (30) l+N K l+N Kl/2 </> dY2 

which is to be solved subject to the boundary condition 

f = 0 : u = 0 (31) 

and the matching condition obtained from the outer solution. 
For the first-order approximation, the inner variables can 

be expanded as 

w = «0+0(e) 

4> = 4>0 + 0(e) 

K=K0 + 0(e) 

F=F0 + 0(e) 

Substituting equations (32) into equations (29)-(31), (13), and 
(14) yields the following first-order inner problem: 

4>0 = 1 + C, (33) 

(32) 

1 «0 N F0u
2 1 

1+7V K0 l+N Kl'1 0O 

fr *l 
*u [1 + C„(1-0 O ) ] 2 

P0=k3/2 

subject to the boundary condition 

M0(0) = 0 

and the matching condition 

u0(Y)=\ as y - o o 

cPii0 

dP (34) 

(35) 

(36) 

(37) 

(38a) 

Journal of Heat Transfer 

X=£/0(0) = -
Kr -+J~w+ 4N(l+N)F0 

2NF0/K^ 

which is obtained from the outer solution given by equations 
(24) or (26) letting Y—0. It is relevant to note that X satisfies 
equation (24), which gives 

X NF0 
~^ + ^ r ^ \ 2 = l+N 
A, Kl'2 (39) 

It will now be shown that a closed-form solution exists for 
the first-order inner problem given by equations (33)-(38). To 
this end, equation (34) will first be written as 

1W • Aul+Bu0-
C 

where 

A = 
2 N Fa4>0 

3 l+N Kyl B-
1 "o 

l+N K, 
and 

o 

Equation (40a) can be integrated once to give 

du0 

dY 
= y/Aiil+Bul-Cu0+D 

(40a) 

C=2</>0. 

(40b) 

(41) 

where D is an integration constant. Note that the positive sign 
in front of the square root in equation (41) has been chosen on 
the physical ground so that at 7 = 0 , du0/dY = VD > 0. It 
follows that D must be a positive number. The integration of 
equation (41) leads to 

f "o dun 

\ !! = y (42) 
Jo ~jAul+Bu2

0-Cu0+D 
which is an elliptic integral (Abramowitz and Stegan, 1965). In 
order for equation (42) to satisfy the boundary condition 
(38a), it is required that the denominator vanish as w0 —• X, 
i.e., 

D = C\-B\2-A\i (43) 

Note that in terms of A, B, and C, equation (39) can be written 
as 

C=3^X2 + 25X (44) 

Substituting equations (43) and (44) into equation (42), it can 
be shown that 

•«o dx 
-=Y . - (45) 

Jo (\-x)^/Ax + 2A\ + B 
where x is a dummy variable. Equation (45) can be integrated 
in closed form to give 

K0(y)=X-(3X + ^M)sech2["( ' + C^V3^4X + ̂ 1 (46a) 

where 

2 
r,=- seclr 

3X + B/A 
(46b) 

y/3A\ + B 

Equation (46) is similar in form to the solution given by 
Leibovich and Seebass (1984) for the propagation of nonlinear 
waves. 

We now examine the inner velocity distribution in the 
asymptotic limits of n—0 (i.e., b = 0) and iV—oo (Red — oo and 
b= 1.75). At the limit of n - 0 , equations (40b), (38b), (27a), 
and (43) give , 4 = 0 , B = $0/K0, D = $0K0, and X = A"0. It 
follows from the integration of equation (45) that 

i / 0 (y)=A v
0 [ l -exp(-Vfiy)] where Y=y/a (47) 

which reduces to the equation given previously (Cheng and 
Vortmeyer, 1986; Cheng and Hsu, 1986b). As discussed by 
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Cheng and Vortmeyer (1986), equations (27a) and (47) are in
dependent of the Reynolds number because the inertial effect 
has been neglected. 

At the limit of JV-oo, equations (386) and (406) give X = 
kl'V(F04>ay

n, A = 20O/3X2, and B = 0. It follows from 
equations (46) that 

u0(Y) = X - 3Xsech2 [ ( ^ 7 c ) V32AX (48a) 

where 

Y=- •sech" '[- V3 
andf=v7v>/a (486,c) 

All of the preceding discussion is also applicable to the case 
of a constant porosity packed bed (Cheng, 1987) where C, = 
0 and F - <j> = K = P0 = 4>0 = K0 = 1. With these values the 
outer solution given by equations (26a) and (386) reduces to 
U0 = X = 1, while the inner solution is given by equation (46) 
with A = 2/V/3(l+N), B = 1/(1+/V), C = 2 , and D = 
1+JV/3(7V+1). 

Results and Discussion. A composite solution for u can be 
constructed from the first-order inner and outer solutions 
based on the multiplicative rule (Van Dyke, 1964) as follows: 

K=£/0(Y)M0(y)A + 0(e) (49) 

where u0{Y) is given by equation (46) while U0(Y) is given by 
equation (26) with Y = ef. Equation (49) can be computed in 
terms of Re^. However, it will be more meaningful to present 
the results in terms of Re„,, the Reynolds number based on the 
average mean velocity, which is defined as 

(a) 
Without Inertiol Effect 

C, = l, N, = 2 

y = 0.37 

Numerical Solution 

Method of Matched 
Asymptotic Expansions 

0.0 02 OA 0.6 1.0 
'VH 

Re, = u*d„/v = Re„u„ (50) 

where u*„ and um are the dimensional mean velocities defined 
as 

u 
1 [H 

— u*dy* 
H Jo 

and 

K 
u* 

= \ u dy = ey udY 

(51«) 

(516) 

Equation (516) shows that um is a function of Rerf as well as y. 
It will be of interest to investigate the effect of 7 on the axial 

velocity normalized with respect to u*,. To this end, we note 
that 

u*/u* =u/u„ (52) 

where u is given by equation (49) and um is given by equation 
(516). For given values of 7 and Re„, the normalized velocity 
given by equation (52) can be computed with the aid of equa
tions (49) and (516). Equation (50) can then be used to convert 
the value of Re„, into Red. The results of these computations 
for the normalized velocity {u*/u%) versus y(y =y*/H) (with 
C, = 1, TV, =2 , and ^J, =0.4) at different Reynolds numbers 
are presented as solid lines in Fig. 1 for 7 = 0.074 and 7 = 
0.37, which corresponds to the experiments performed by 
Schroeder et al. (1981). It is shown that the velocity overshoot 
occurs at a distance of 0.1 dp to 0.15 d„ away from the wall 
depending on the value of Rerf. The peak velocity decreases as 
the value of 7 is increased. 

To check the accuracy of the asymptotic solution, finite dif
ference solutions to equations (11)-(16) similar to previous 
work (Georgiadis and Catton, 1987) were also obtained for 
comparison. The results of the finite difference solution are 
plotted as dashed lines in Fig. 1. It is shown that the finite dif
ference solution differs only slightly from that of the asymp
totic solution except at low Reynolds numbers (Red « 10). 

The dimensionless pressure gradient based on the mean 
velocity is defined as a,„, which is related to en. by 

Kl dp* 

ti*u*n dx* 
- = {\+N)/u„ (53) 

Equation (53) was computed for a variable porosity bed with 
three values of 7 (7 = 0.03, 0.074, and 0.37) based on the 
analytical and finite difference solutions. The results of the 
computations are presented as solid lines for the analytical 
solution and as dashed lines for the finite difference solution 
in Fig. 2, which shows excellent agreement between analytical 
and finite difference solutions for Re d>10, for which e is 
small. At a given value of Red, it is shown that the value of a„, 

4 : • 

0.0 0.1 

(b) 

prf 
i i\ 

I 
" ^ 

/Without Inertial Effects 

/ R e d = 10 

^-Red = 100 

1 1 

C, = l, N, = 2 

y -- 0.074 

Numerical Solution 

• Method of Matched 
Asymptotic Expansions 

1 1 
0.2 0.3 

y ' /H 
0.4 0.5 

Fig. 1 Wall effects on velocity in a variable-porosity packed channel: 
(a) 7 = 0.074; (b) 7 = 0.37 

\0L 

10' 

E 

Numerical Solution 

Method of Matched 
Asymptotic Expansions 

7 = 0.03 

7=0.37 

Y-- 0.074 

j r r l I i 1 1 um} i 1 i unit i i i a ml i t t 1 nut i i i i mil i > m m 

10"2 10"' 10° 10' 102 103 104 

Red 

Fig. 2 Wall effects on dimensionless pressure drop in a variable-
porosity packed channel 
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decreases as the value of 7 is increased. This is because the 
higher the value of 7 , the lesser are the Darcian and inertial 
resistances per unit volume of the packed bed. The effect of 7 
on a,„ is shown to be more pronounced in the Darcian flow 
region (Rerf < 10) and the transi t ional flow region (10 < R e d 

< 102) than in the Forchheimer flow region (Rerf > 102). The 
wall channeling effect on am is negligibly small if 7 < 0.03, 
which is consistent with experimental observat ions. 

Temperature Field. The heat transfer characteristics of a 
thermally developing forced convective flow in a constant 
porosity packed channel heated symmetrically with transverse 
thermal dispersion neglected has been analyzed by Kaviany 
(1985). In the following, the effects of the thermal entrance 
length and transverse thermal dispersion on forced convection 
in a variable-porosity packed channel heated asymmetrically 
will be analyzed. 

For a thermally developing flow in a packed channel the 
energy equat ion for the present problem is 

(P*c*p)fu* 
3T* 

"fa'aW (54) 
dx* dy* \ ey dy* 

where (p*c*)f is the heat capacity of the fluid while k*ey is the 
effective transverse thermal conductivity of the packed bed, 
which is given by 

k*ey=k*d + k*T (55) 

In the above equat ion, k*d is the stagnant thermal conductivity 
of the packed bed, which is given by (Zehner and Schluender, 
1970) 

- = l - V l - < £ * + - 2 v r ^ r (i-A)fl, 
( 1 - A f l J 2 1 - A f l „ 

Bp + \ 

\ABJ 

B„ 

l-AB H (56) 

where Bp = 1.25[(1 -$*)/</>*]10/9 is for a packed-sphere bed 
and A = kj/k* is the rat io of the thermal conductivity of the 
fluid phase to that of the solid phase . In equat ion (55), k\ is 
the transverse thermal dispersion conductivity, which is given 
by (Cheng and co-workers , 1986, 1986a, 1986b) 

k*T r 

" & . 
/ (57) 

where Perf = P r R e d is the Peclet number with Pr denoting the 
Prandt l number of the fluid. In the above equat ion, u and u,„ 
are the dimensionless velocities obtained from the previous 
section, DT and m are empirical constants , and / is the wall 
function for transverse thermal dispersion introduced by 
Cheng and co-workers (1986, 1986a, 1986b) to account for the 
wall effect on the reduct ion of lateral mixing of fluid. If the 
Van Driest type of wall function is in t roduced, the expression 
for / is 

-y/u 

1-
-(—-y)'» 

0<y<-

1 
—^y-
7 

1 

2 

7 

(58a) 

(58ft) 

where o> is the empirical constant to be determined. It is perti
nent to note that equat ion (54) has neglected the axial heat 
conduct ion effect, which is small for P e d > 1 and for a 
relatively long channel . Equat ions (54)-(58) are to be solved 
subject to the entrance condit ion 

x*=0: T* = Tf (59) 

and the boundary conditions 

y* = 0: T* = T* (60) 

y*=2H: (61) 

T o solve equat ions (54)-(61) numerically, it is convenient to 
convert the semi-infinite domain (0 < x* < 00) into a finite 
one by a coordinate t ransformat ion in the axial direction. For 
this purpose , the following coordinate t ransformat ion (Wang 
and Longwell, 1964) will now be int roduced: 

f=1-rrb- (62) 

wher x = x*/H and CT is a dimensionless constant. Equation 
(54) written in dimensionless form in terms of the transformed 
coordinate is 

C r ( l - f ) 2 PrRerf 
u 

7 
T*)/{Ti

de 

-T*), 

d \ 

key = 

r se 1 
(63) 

wherefl = (T*-T*c)/(Tt-Tf), key = k*y/k},andy =y*/H. 
If the finite difference approximation is applied to equation 
(63) with the convective term approximated by the upwind dif
ference, the resulting linear algebraic equations becomes 

C r ( l , , ) 2 j ^ UJ[— 
"i-i.j 

Af 

(Ay)2 lkey, J+ Vl (fl,, J+1- 6lt j ) - keyt j _ Vl (0,. j - <?,. j _ , ) ] (64) 

Equa t ion (64) subject to the entrance condit ion (59) and 
boundary condit ions (60) and (61) can be solved numerically 
by the marching technique (Bodoia and Osterle, 1961). For a 
thermally fully developed flow in the packed channel , the first 
term in equat ions (54) or (64) is omit ted . 

The local heat flux at the wall is 

Qw — key 
(T*h-T*c) (fl,,,,-*,,,) 

ey, Vi 
H Ay 

(65) 

where 0,0 is the dimensionless tempera ture at the wall. For the 
thermally developing flow, the average surface heat flux can 
be obtained by an integrat ion of the local surface heat flux, 
i .e., 

=4-Io^*=-(cS:)Lf 
(i-n2 (66) 

where fL = 1 - 1/(1 + CTL/H). Once q„ is computed from 
equat ion (65), the average qw given by equat ion (66) can be in
tegrated numerically. 

For the present p roblem with asymmetric heating, the local 
and average Nusselt numbers for the thermally developing 
flow are given, respectively, by 

and 

NuH 

N U H 

Qwdp 

k*AT*h~T*c) 

Q„dp 

(67a) 

{61b) 
k}(T*h-T*c) 

For prescribed values of R e d , P r , A, 7 , and x*/2H, equa
tions (64)-(67) can be used to compute the tempera ture pro
files and the local and the average Nusselt number of the ther
mally developing flow in the packed channel if the values of co, 
DT, and m are known . In a previous paper (Cheng and Hsu , 
1986b) the values of a>, DT, and m were obtained by matching 
the predicted heat transfer characteristics with experimental 
da ta of Schroeder et al. (1981) and by assuming: (1) a thermal
ly fully developed flow, and (2) the inertial effect is negligible. 
These two restrictions are relaxed in the present paper so that a 
more accurate determinat ion of the values of 01, DT, and m 
can be achieved. T o this end, different values of co, DT, and m 
were used in equat ions (64)-(67), and the predicted 
tempera ture distr ibutions at x*/2H = 13.5 were compared 
with the da ta of Schroeder et al. for forced convection of 
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water (Pr = 5 and k* = W/m-K) with inlet temperature Tf = 
(T% + T*)/2 through a channel packed with glass spheres (k* 
= 1.05 W/m-K). For each computation, a coarse grid size Ay 
was used initially. The grid size was gradually reduced until 
the local Nusselt number computed from equation (67a) at
tained an asymptotic value. The grid size for which the Nusselt 
number did not change more than 5 percent was considered 
acceptable. Experience has shown that a finer grid size is re
quired as the Reynolds number is increased. This can be at
tributed to the fact that the wall temperature gradient becomes 
steeper as the Reynolds number is increased (see discussion 
below). 

Computations for the heat transfer characteristics were first 
carried out for co = 0 (i.e., /= 1) with different values of DT 
and m and with velocity profiles shown in Fig. 1, which is 
based on Ct = 1 and N] =2. It was found that with co = 0 and 
m = 1 - 2, it was impossible to find a value of DT such that 
both the predicted temperature distributions would match 
with experimental data. In particular, with co = 0, m=\-2, 
and any value of DT, the predicted temperature distribution at 
x*/2H = 13.5 in a channel having y = 0.37 is almost linear 
across the channel. This is contradictory to the data of 
Schroeder et al. (1981), which show steep temperature gra
dients at the walls (see Fig. 3). To examine the effect of porosi
ty variations on the temperature distribution, computations 
for the heat transfer characteristics were also carried out with 
A^ = 5, to = 0, and different values of DT. Again, it was found 
that the steep temperature gradient near the walls cannot be 
reproduced with any value of DT and m. This shows that the 
wall effect on velocity and stagnant thermal conductivity 

alone cannot account for the steep temperature gradient at the 
walls as observed from the experiment. 

After establishing that a wall function must be introduced 
(i.e., co^O) to account for the reduction of lateral mixing of 
fluid, computations for the heat transfer characteristics were 
carried out with different values of o, DT, and m. The 
predicted temperature distributions were then compared with 
the data of Schroeder et al. The values of co, DT, and m were 
chosen based on the best match between theory and ex
perimental results. It was found that the values of oo and DT 
depend on the value of N{. For TV! = 2, the predicted heat 
transfer characteristics based on the values of u= 1.5, DT = 
0.17, and m = \ match the best with experimental data. For 
TV, =5, the values of co= 1.0, DT = 0.\2, and m= 1 should be 
used. In fact, the value of TV, = 5 appears to be closer to the ex
perimental data for the porosity variation although the value 
of Nx =2 has been used in most of the previous analyses. A 
comparison of the experimental data and the predicted 
temperature distributions based on the values of TV, = 2, 
w= 1.5, DT = 0A1, and m = 1 is presented in Figs. 3 and 4. 

The predicted temperature profiles of the thermally 
developing flow at three different locations in a packed chan
nel with y = 0.37 are presented in Fig. 3(a) for Red = 321, and 
in Fig. 3(Z?) for Red = 2248. The three locations are: x*/2H = 
0, (i.e., at the entrance), x*/2H = 13.5 (where the 
temperature data was taken), and x*/2H-~ oo (i.e., a thermally 
fully developed flow, which is represented by dashed lines). It 
is shown in these figures that the predicted temperature pro
files at x*/2H = 13.5 and x*/2H — oo are indistinguishable. 
This confirms the observations by Schroeder et al. (1981) that 
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the flow at x*/2H =13.5 was thermally fully developed in the 
packed channel with 7 = 0.37. A similar plot for a packed 
channel with 7 = 0.074 is shown in Fig. 4(a) for Red = 97 and 
in Fig. 4(b) for Rerf = 405. For a thermally fully developed 
flow (x*/2H~oo)t it is seen that the predicted temperature 
variations are linear in the core of the packed channel. On the 
other hand, the predicted temperature profiles at x*/2H = 
13.5 (which are supposed to match with the temperature data) 
are far from linear in the core of the packed bed. This con
firms the speculation of Schroeder et al. that the flow at 
x*/2H = 13.5 in the packed channel with 7 = 0.074 was not a 
thermally fully developed flow. It is relevant to note while the 
predicted temperature profiles are asymmetric with respect to 
the centerline, the temperature data are not exactly asym
metric due to the temperature dependence of the viscosity. In 
both Figs. 3 and 4, the predicted temperature profiles (with w 
= 1.5, DT = 0.17, and m = \) match better with the 
temperature data in the cold region 0 < y*/H < 1. 

The predicted normalized Nusselt number Nuj/Nu^ (with 
Nu^ denoting the Nusselt number of the thermally fully 
developed flow at the same values of 7 and Red) as a function 
of the dimensionless distance from the entrance (x*/H) at two 
values of Red is presented in Fig. 5 for 7 = 0.074 and 7 = 
0.37. As expected, the normalized local Nusselt number 
decreases from the entrance and attains an asymptotic limit of 
a thermally fully developed flow downstream. The thermal en
trance length can be defined as the location where the local 
Nusselt number Nud is within 5 percent of those of a thermally 
fully developed flow Nu„. The values of Nu„ and the dimen
sionless thermal entrance length (L/H) for the four cases 
shown in Fig. 5 are listed in Table 1. It is seen from Fig. 5 and 
Table 1 that the thermal entrance length decreases as 7 is in
creased or as Red is decreased. At a high value of 7, the ther
mal entrance length is relatively independent of the Reynolds 
number. 

The solid lines in Fig. 6 are the predicted average Nusselt 
number for a packed channel with L/2H = 13.5, which cor-

N,= 2 , Pr =5 
w- 1.5, DT= 0.17 

074 

10 20 30 40 
x*/H 

50 
1 

60 70 

Fig. 5 Variations of the normalized local Nusselt number in a variable-
porosity packed channel 

Table 1 Values of Nu„ and dimensionless thermal entrance 
length (L/H) 

7 ReH Nu„ L/H 
0.074 
0.074 
0.37 
0.37 

97 
405 
321 

2248 

2.25 
8.81 

14.10 
77.83 

30.12 
48.48 
28.40 
28.64 

responds to the apparatus used by Schroeder et al. (1981). The 
dashed lines represent the predicted average Nusselt number 
for a thermally fully developed flow (L/2H~oo). At a given 
Reynolds number, the difference in value given by the solid 
line and dashed lines represents the thermal entrance length ef
fect. From this figure, it can be seen that the entrance length 
effect is small at low Reynolds numbers. The thermal entrance 
length effect increases as the value of 7 is decreased. For 
Red> 10 the slope of the average Nusselt number (Nud) curve 
changes from a value of 0.6 at 7 = 0.074 and to 0.7 at 7 = 
0.37. Because of the different slopes for 7 = 0.074 and 7 = 
0.37, these curves converge to each other at high Reynolds 
numbers. 

Concluding Remarks 
The model presented in this paper depends on a large 

number of empirical constants: CltNlt and <££, in the porosity 
variation, a and b in the Brinkman-Darcy-Ergun equation, as 
well as to, DT, and m in the expression of the transverse 
thermal dispersion conductivity. The values of a>= 1.5, DT = 
0.17, and m=\ in the present paper were obtained by 
matching the predicted temperature distributions based on 
a= 150, ft =1.75, C, = l, TV, =2, and (/>£ = 0.4 with the ex
perimental data of Schroeder et al. (1981). If any one of the 
empirical constants a, b, c, N{, and </>£, is changed, the values 
of to and DT have to be modified slightly. For example, if the 
value of Nx is changed to N{ = 5, the values of to = 1 and DT 
= 0.12 should be used. In both cases (Nx = 2 and N{ = 5), it 
was found that a wall function (u> ^ 0) must be introduced to 
account for the reduction of the lateral mixing of fluid in 
order to match with the observed temperature behavior near 
the wall. 

After this work had been completed, the authors received a 
copy of the paper from Hunt and Tien (1987) who use Nt = 6 
in their paper for the study of radial thermal dispersion effects 
in a packed tube. Their numerical results match with ex
perimental data without introducing a wall function. This is 
probably due to the fact that the experiments were performed 
for a packed tube with small 7 (7 = 0.088) for which the wall 
effect on radial dispersion is negligible. 
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Liquid and Gas-Phase 
Distributions in a Jet With Phase 
Change 
A two-phase flow high-velocity jet with phase change was studied numerically. The 
jet is assumed to be created by the two-phase critical flow discharge through a pipe 
of variable length and attached to a vessel containing the saturated liquid at dif
ferent stagnation pressures. The jet flow is assumed to be axisymmetric and the 
modeling of the two-phase flow was accomplished by a nonequilibrium model that 
accounts for the relative velocity and temperature difference between the phases. 
The numerical solution of the governing set of balance and conservation equations 
revealed steep gradients of flow properties in both radial and axial directions. The 
liquid phase in the jet is shown to remain close to the jet axis, and its velocity in
creases until it reaches a maximum corresponding to the gas velocity, and thereafter 
decreases at the same rate as the gas velocity. The effect of decreasing the pipe length 
is sho wn to produce a larger disequilibrium in the jet and a double pressure peak in 
the total pressure distribution. A comparison of the predicted total pressure 
distribution in the jet with the experimental data of steam-water at different axial 
locations is demonstrated to be very reasonable. 

1 Introduction 

The discharge of a subcooled liquid at high pressure from a 
vessel through a pipe into an ambient atmosphere produces a 
rapid depressurization of the liquid and may produce two-
phase critical flow at the discharge end of the pipe. Depending 
on the liquid stagnation conditions in the vessel and pipe 
geometric characteristics, the exiting two-phase mixture from 
the pipe may be in a considerable mechanical and thermal 
disequilibrium (Dobran, 1987). This disequilibrium is 
associated with the relative velocity and temperature dif
ference between the phases, and may significantly affect the 
distribution of phases in the jet expansion region as the liquid 
and vapor are decelerated to the ambient conditions of the 
local atmosphere on the outside of the pipe. Due to the high 
momentum and pressure of the emerging two-phase mixture 
from the pipe, the expanding jet may create large forces on the 
surrounding objects, if they happen to be located in the vicini
ty of the jet discharge, and produce considerable loading on 
the pipe support structure and vessel to which the pipe is 
attached. 

The purpose of this paper is to present a summary of results 
of the distribution of phases in the two-phase flow jet expan
sion region which were obtained by a nonequilibrium two-
phase flow model of an axisymmetric jet with phase change. 
For the more extensive results of numerical simulations the 
reader is referred to Dobran (1985a, 1985b, 1985c, 1986). Sec
tion 2 of the paper deals with a brief description of the model, 
whereas in section 3 the results of a numerical study are 
presented and compared with data of the total pressure 
distribution at various positions along the jet. 

2 Two-Phase Flow Jet Model and Solution Procedure 

An axisymmetric two-phase flow configuration is illustrated 
in Fig. 1. The two-phase high-velocity jet exits from a pipe of 
diameter D and, upon encountering a low-pressure region sur
rounding the pipe, expands in the jet expansion region. The 
thermohydrodynamic conditions of the liquid and gas at the 

pipe exit are assumed to be known and the region surrounding 
the pipe is modeled as an ambient atmosphere at 0.1 MPa. The 
boundary conditions at the pipe exit must be determined by a 
critical two-phase flow model of sufficient generality in order 
to be able to predict reliably the detailed flow conditions at the 
exit. In this paper these boundary conditions were determined 
by a nonequilibrium critical flow model as described by 
Dobran (1987), which has been tested with the experimental 
data of steam-water for different stagnation pressures and 
liquid subcoolings in the vessel and for variable length pipes. 
The critical flow rates and tube exit pressures predicted by this 
model are shown to be within ±10 percent of the experimental 
values for wide range of fluid stagnation conditions and pipe 
geometric characteristics. 

Governing Conservation and Balance Equations. For an 
axisymmetric flow configuration as depicted in Fig. 1, the 
governing conservation and balance equations of two-phase 
flow with phase change may be written in the following con
servation form (Dobran, 1985a, 1985b): 

drG 
- = rS (1) 

drt dr¥ 
dr 
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where the vector (rf) consists of the dependent variables, 
the vectors (rF), (rG), and (rS) depend on (rf), i.e. 

r'PL 

r'Po 

r'PLuL 

r'PLvL 

rpGuG 

rpavG 

rpL[eL + (ul+v2
L)/2] 

rpaltG+iUG+Va)/!} 

and 

rf = (2) 
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rF = 

rG 

(3) 

rp^L 

rpGua 

(rpLuL)2/(rpL)+r(\-a)P 

(rpLuL)(rpLvL)/(rpL) 

(rpGu0)
2/(rpG)+raP 

(rpGuG)(rpGvG)/(rpG) 

(rpLuL)[eL + (u2
L + vl)/2 + (l-a)P/pL] 

{rpauG)[eG+ (u2
G+v2

G)/2 + aP/pG] 

rpLvL 

rpGVa 

(rpLUL){rpL
vL)/{rPL) 

{rpLvL)2/(rpL)+r(l-a)P 

(rpGua)(rpGva)/(rpG) 

(rpGvG)2/(rf>G)+mP 

(rpLvL)[eL+(ul+vl)/2 + (l-a)P/pL] 

(rpGvG)[tG + (u2
G+ Va)/2 + oiP/-pG] 

rS = (rSurS2, rSitrS4, rS5, rS6, rS7, rS 8 ) r 

In the above equations the partial densities of liquid and gas 
are defined by 

pL = (\-a)pL (6) 

Po=apG (7) 

where a is the void fraction. The components of the vector 
(rS) are reported by Dobran (1985a, 1985b) will not be 
reproduced here. The liquid and gas velocities consist of the 
components along the axis of the jet, uL and uG, and in the 
radial direction of the jet, vL and vG, as illustrated in Fig. 1. 

Notice that the solution of f = f (t, r, z) from equations (1) 
allows for the determination of the detailed two-phase flow 
conditions in the jet, since the liquid and gas densities are 
given by the equations of state, i.e. 

TWO-PHASE 
CRITICAL FLOW 

(4) 

(5) 

TWO-PHASE FLOW 
JET ENVELOPE 

MAX 

-COMPUTATIONAL 
DOMAIN 

Fig. 1 Schematic illustration of the two-phase flow jet expansion 
region and computational mesh structure 

pL=pL{P,eL) (8) 

PG=PG(P,eG) (9) 

For example, the liquid and gas velocities and internal energies 
may be found from the following relations: 

«r .=-
(PL"L) 

PI 
v, .= -

(PLVL) 

PL 
(10) 

Nomenclature 

A = interfacial area density, de
fined by equation (17) 

Cp = specific heat at constant 
pressure 

D = tube diameter 
f = vector defined by equation (2) 
F = vector defined by equation (3) 
G = vector defined by equation (4) 

G0' = critical mass flux in the tube 
/ = computational node in the ax

ial jet direction 
j = computational node in the 

radial jet direction 
k = thermal conductivity 
L = pipe length 
K = interfacial drag coefficient 
N = droplet density 
P = pressure 

P0' = stagnation pressure in the 
vessel to which the pipe is 
attached 

Pr 
r 

R = 

R = 
Re = 

Ru = 
S = 

t = 
T = 
u = 

V = 
v = 
z = 

Prandtl number 
radial coordinate of the jet, 
Fig. 1 
mean droplet radius, defined 
by equation (23) 
interfacial heat transfer rate, 
defined by equation (18) 
pipe radius 
Reynolds number, defined by 
equation (22) 
gas constant 
vector, defined in Dobran 
(1985a, 1985b) 
time 
temperature 
axial component of velocity 
velocity vector 
radial component of velocity 
axial coordinate of the jet, 
Fig. 1 

a 

r 

e 
X 
A* 
P 
P 

= void fraction 
= evaporation or condensation 

rate, defined by equations 
(15) and (16) 

= internal energy 
= time relaxation parameter 
= viscosity 
= density 
= partial density, defined by 

equations (6) and (7) 

Subscripts 
c 
e 

G 

L 
s 

= condensation 
= evaporation 
= denotes the gas or vapor 

phase 
= denotes the liquid phase 
= saturation condition 
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Table 1 Tube exit conditions computed by Dobran's (1987) critical two-phase flow model 

Tube 
geometry 

L/D D, 
m 

300 0.0125 
100 0.0125 

Stagnation 
conditions 

Po'. 
MPa 
2.58 
3.38 

T 
1 sub» 

°c 
0 
0 

G0>, 

kg/m2-s 

9294 
14,845 

P, a 
MPa 

1.094 0.914 
1.681 0.846 

Computed 

m/s 

120.5 
111.6 

pipe exit conditions 

m/s 

120.5 
112.9 

m/s 

0 
0 

J/kg 

8.35 x10 s 

9.32 x10 s 

J/kg 

2.58 x10 s 

2.60 xlO6 

Un=-
(PGUG) 

PG 

£LZ 

PL[eL+(ul+vl)/2\ 1 

PL 

PGUG+("G+V2G)/ZI 

2 P | 

1 

(PQVQ) 

PG 

[(PLuL)2 + (pLvL)2] 

(11) 

(12) 

KPGU0)
2 + (PGVG)2} (13) 

PG 2PG 

By eliminating the void fraction a in equations (6) and (7) and 
utilizing the equations of state (8) and (9) it is then possible to 
solve for the pressure from the following relation: 

pLpL (P, eL)+pGpG(P,eG) = pL (P,eL)pG(P,eG) (14) 

and subsequently to determine the void fraction from either 
equation (6) or equation (7). 

Equations (1) apply everywhere in the jet except along the 
jet axis where r =0 . To obtain a valid set of equations along 
the axis it is necessary to divide equations (1) by r and take the 
limit r—0 and recognize that G = 0 at r = 0. 

Constitutive Equations. The closure of the balance equa
tions (1) requires the specification of constitutive equations 
for the interfacial drag K, evaporation and condensation rates 
r e and r c , respectively, and the interfacial heat transfer rate R 
contained in the source terms S. The results of the numerical 
simulation presented below were obtained by assuming that 
the drag K is a constant and that the phase change process is 
controlled by the diffusion within the liquid and gas and not 
by the rate of energy exchange from the phase change. Under 
these conditions the evaporation and condensation rates are 
determined from the bulk liquid and vapor temperatures and 
may be written as (Solbrig et al., 1978): 

Te = \A{\-a)pLa(TsRuy>2{TL-Ts)/Ts, for TL > T, (15) 

= 0, otherwise 

Tc = \Aapa(\-a)(TsRuy>2{Ts-TG)/Ts, for Ta<T,{\6) 

= 0, otherwise 

where \ = Xc = 0.1 are the time relaxation parameters for 
evaporation and condensation with the unit of 1/s. For the 
equilibrium situation, the relaxation parameters are equal to 
one, whereas for very slow rates of phase change they would 
be equal to much less than one. The variable A in the above 
equations is proportional to the area of contact between the 
phases; for 7Yequal size spherical droplets of radius rp per unit 
volume, it is given by the following expressions: 

A = 
a2/3(47riV/3)1''3, when a<0 .5 

(l-a)2/3(47rAf/3)1/3, when a>0.5 
(17) 

A better model for the evaporation and condensation rates 
may be the one that assumes that these rates are controlled by 
the diffusion of energy from the bulk phases to the interface. 

The interfacial heat transfer rate R models the exchange of 
thermal energy between the liquid and gas. Its form is taken 
from the work of Solbrig et al. (1978), i.e. 

R = aRG+(l-a)RL (18) 

RG = (1+ 0.37 Re1/2PrG
JS)//-„ 

RL = 8.067 kL/r„ 

PrG = nGCpG/kG 

Re = 2rpPG\UG-VL\/lia 

[3a/4nN]u\ when a < 0 . 5 

[3(l-a)/47rAT / 3 , when a>0.5 

(19) 

(20) 

(21) 

(22) 

(23) 

where 

and N = 1010 droplets/m3 was assumed to be constant. 

Initial and Boundary Conditions. The system of partial 
differential equations represented by equation (1) was solved 
in the computational domain as illustrated in Fig. 1 with the 
initial and boundary conditions specified in this domain. The 
computational region includes the two-phase flow jet envelope 
and extends sufficiently far into the radial and axial directions 
such that for r>i?m a x and z>zm a x the initial flow field should 
not be significantly disturbed upon the introduction of the jet. 

The initial flow configuration, or the local flow field con
figuration in the computational domain prior to the introduc
tion of the jet, was assumed to consist of steam with the 
temperature and pressure equal to an air atmosphere, in which 
ambient conditions are given by TL = TG = 294 K, P = 0.1 
MPa, a = 0.999, pL = 935 kg/m3, pG = 0.63 kg/m3, and UL 

= UG = 0. 
The boundary conditions are specified at the tube exit and 

on boundaries B[, B2, and B3 (see Fig. 1). At the tube exit the 
boundary conditions are determined by utilizing a suitable 
two-phase critical flow model. Table 1 summarizes these con
ditions for two different runs obtained by the critical flow 
model of Dobran (1987). The reason for selecting these runs is 
the availability of the experimental data of Celata et al. (1984) 
for the total pressure distribution in the jet, which can be used 
to determine the suitability of the jet model for the simulation 
of complex thermohydrodynamic processes within the jet. At 
the outflow boundary B! it is assumed that the flow properties 
in the jet do not vary significantly and that the jet properties 
can be determined by means of the second-order extrapolation 
of jet characteristics from the upstream points in the computa
tional domain (Lapidus and Pinder, 1982). At the side bound
ary B2 the boundary conditions are assumed to correspond to 
the initial conditions, except for the radial components of liq
uid and gas velocities, which are set equal to the correspond
ing values at one node away from B2, i.e., aty = NJ- 1 in Fig. 
1. At the inflow boundary B3 the liquid and gas densities, in
ternal energies, radial components of velocities, and pressure 
are set equal to the initial conditions. The axial components of 
fluid velocities are set floating in order to allow for the mass 
transfer across B3. 

Numerical Procedure. The governing conservation and 
balance equations of two-phase flow (1) together with the in
itial and boundary conditions discussed above were solved 
numerically by the extended Lax's finite difference scheme 
(Lapidus and Pinder, 1982) until the steady-state jet profiles 
were obtained. This numerical procedure is first-order ac
curate in time and second-order accurate in space, and it has a 
dissipative mechanism built into it whose coefficient of ar-
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Fig. 2 Comparison of the predicted total pressure distribution in the 
jet with the experimental data of steam-water at various distances from 
the pipe end for LID = 300, P 0 ' = 2.58 MPa, and A T

s u b = 0°C 

-0.03 0 0.03-003 0 0.03 
JET RADIUS r(m) 

Fig. 3 Comparison of the predicted total pressure distribution in the 
jet with the experimental data of steam-water at various distances from 
the pipe end for LID = 100, P0> = 3.38 MPa, and AT s u b = 0°C 

tificial viscosity is proportional to (Az)2/2A/. An accurate 
resolution of steep gradients in the jet, such as close to the pipe 
exit region, required, therefore, the use of the largest possible 
time step consistent with the Courant-Friedricks-Levy stabili
ty condition of the explicit finite difference methods. The 
discretized system of partial differential equations (1) was 
solved in the computational domain shown in Fig. 1, con
sisting of 40 radial and 60 axial nodes with nonuniform node 
separation as discussed in Dobran (1985b). The nonuniform 
node distribution was necessary in order to extend the com
putational domain in the radial and axial directions sufficient
ly far away from the steep gradients of flow properties close to 
the jet axis and tube exit. With this grid size specification and 
time step of 2 x 10"6 s, the steady-state conditions in the jet 
were established in a few ms. The effect of the mesh size on the 
accuracy of the computed variables was validated by a run 
with a uniform mesh size of 1.56 mm. When the computations 
were carried out with a variable mesh size as noted above it 
was established that such a small node separation was only 
necessary close to the jet centerline in order for the computed 
variables to remain within 3 percent accuracy in the entire 
computational domain. 

3 Results and Discussion 

Figures 2-6 illustrate the predicted steady-state pressure, 
velocity, and void fraction distributions in the jet at different 
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JET RADIUS r (m) 

0.16 
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I 
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-0.16 -0.08 0 0.08 
JET RADIUS r (m) 

0.16 

Fig. 4 Predicted distribution of the axial components of liquid and gas 
velocities in the jet for LID = 300, P 0 ' = 2.58 MPa, and AT s u b = 0°C 

axial positions corresponding to the two-phase flow pipe exit 
conditions in Table 1. Figures 2 and 3 show the predicted total 
or stagnation pressure distribution and a comparison with the 
experimental data of Celata et al. (1984). The stagnation 
pressure was computed according to the following equation: 

PT0T =P + 0.5{apGua + (1 - a)p,uL]2/[apa + (1 - u)pL] (24) 

As shown in Figs. 2 and 3, the predicted pressure distribution 
at different axial positions in the jet compares well with the 
steam-water data. The centerline pressure in the jet is under-
predicted, whereas the jet spreading in the radial direction is 
overpredicted. Larger values of the interfacial drag K than the 
one used have the effect of producing a better comparison of 
the total pressure distribution in the jet with the experiment by 
increasing the centerline pressure and decreasing the radial jet 
dispersion. Nevertheless, the selected value of K = 105 

kg/m2-s was found to be very reasonable in predicting the 
radial and axial distributions of the total pressure and was 
used in producing all the results reported in the paper. The 
variation of other constants in the model (Xc, Xe, and N) by an 
order of magnitude from the selected values did not produce a 
practical change in the results reported in the paper. 

At the axial position in the jet corresponding to z/d = 3.52, 
the predicted total pressure distribution exhibits a second peak 
for both runs in Table 1. For the two-phase flow situation in a 
long pipe (L/D = 300), the predicted second pressure peak is 
not as pronounced as for the flow through a shorter pipe (L/D 
= 100). Shorter tubes have the effect of producing larger 
mechanical and thermal disequilibrium at the tube exit 
(Dobran, 1987) as may be seen in Table 1, and this dis
equilibrium appears to be responsible for the occurrence of 
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Fig. 5 Predicted distribution of the radial components of liquid and 
gas velocities in the jet for LID = 300, Pa' = 2.58 MPa, and ATsub = 
0°C 

double pressure peaks of larger strengths. A pressure probe, 
such as pitot tube used to measure the total pressure distribu
tion in the jet, may be responsible for the disturbance of the 
flow to such an extent that it may not yield an observation of a 
phenomenon such as a second pressure peak if this peak is of 
mild strength, as appears to be the case in Fig. 2 under the con
ditions of greater mechanical and thermal equilibrium. For the 
situation of L/D= 100 in Fig. 3, both the experiment and the 
theory show the occurrence of an off-axis pressure peak of 
sufficient strength. 

An explanation of the foregoing observations on the total 
pressure distribution in the jet may be sought by examining the 
velocity and void fraction distributions in the jet. Figures 4 
and 5 illustrate some typical distributions of the axial and 
radial components of velocity profiles at different positions in 
the jet. Close to the pipe end in the jet expansion region the 
gas velocity is seen to exceed substantially the liquid velocity, 
which may be attributed physically to the compressibility of 
the gas phase and to the finite value of the drag K. That is, as 
the gas and liquid exit from a pipe they encounter a zone of 
low pressure where only the gas phase can expand substantial
ly. The liquid phase cannot, however, expand and its velocity 
can only increase as it is being dragged along by the gas. This 
explains why in Figs. 4 and 5 the gas-phase speeds in both ax
ial and radial directions continue to decrease as the distance 
from the tube end is increased, and why at first the liquid 
velocity increases until it becomes equal to the gas velocity and 
thereafter it decreases at the rate corresponding to the gas 
velocity. The velocity vector plots of liquid and gas, shown in 
Dobran (1985b), serve to illustrate that the gas phase has a 
greater tendency (due to its lower inertia) than the liquid phase 
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Fig. 6 Predicted void fraction distribution in the jet for LID = 300, P0 > 
= 2.58 MPa, and ATsub = 0°C 

to move in the radial than in the axial direction. Indeed, the 
void fraction distributions in the jet illustrated in Fig. 6 con
firm this observation, and are, furthermore, consistent with 
the qualitative x-ray measurements of Celata et al. (1985). 

The profiles of the jet velocities illustrate that the selected 
computational domain discussed in the previous section is 
satisfactory, since the most significant changes of flow proper
ties appear to occur well within this region. Another aspect of 
the numerical results is that the critical flows through shorter 
tubes (with the corresponding larger disequilibrium conditions 
at the tube exit) exhibit jet profiles of larger radial dispersion 
than for the longer tubes. This radial dispersion, as well as the 
remaining jet characteristics discussed above, are consistent 
with the experimental data of Celata et al. (1984) for 
steam-water jets discharging into an ambient air atmosphere. 

4 Summary and Conclusions 

A two-phase flow nonequilibrium model was used to study 
the distribution of liquid and gas in an axisymmetric jet with 
phase change, which is created by two-phase critical flow 
discharge through a pipe. The model assumes mechanical and 
thermal nonequilibrium between the phases, and the govern
ing set of conservation and balance equations were solved by 
an explicit finite difference scheme until the steady-state jet 
characteristics were obtained. The numerical results predicted 
steep gradients of flow properties close to the pipe exit and 
along the jet axis, with the gas phase having the tendency to 
move more in the radial direction than the liquid phase. The 
total pressure distribution in the jet exhibits a double pressure 
peak: one at the jet centerline and another of lower amplitude 
off from the axis of the jet. The magnitude of the second 
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pressure peak may be associated with the degree of dis
equilibrium in the jet, since an increase in this disequilibrium 
has the effect of producing a larger radial dispersion of the gas 
phase and a correspondingly larger amplitude peak. A com
parison of the predicted total pressure distribution in the jet 
with the steam-water data was shown to be very reasonable, 
both for the situations of radial and axial jet dispersion and 
the existence of double pressure peaks. The discrepancies be
tween the numerical results and experimental data may be at
tributed to the uncertainties in the two-phase flow model and 
boundary conditions at the tube exit, as well as in simulating 
the ambient air atmosphere by a steam atmosphere. The 
numerical errors attributed to the artificial viscosity and 
variable grid size are judged to be minimal in view of the per
formed trial test with different grid sizes and time steps show
ing no practical changes in the results as presented in the 
paper. 
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Film Boiling Heat Transfer From a 
Sphere and a Horizontal Cylinder 
Embedded in a Liquid-Saturated 
Porous Medium 
This paper analyses both theoretically and experimentally the problem of film boil
ing from a body embedded in a liquid-saturated porous medium. Two body 
geometries are investigated thoroughly: a horizontal cylinder and a sphere. The 
theoretical model relies on the Brinkman-extended flow model to describe the flow 
field inside the thin vapor layer occupying the neighborhood near the heated sur
face. The theoretical model also includes an improved formulation of the effective 
conductivity in the vicinity of the heater as a function of the vapor layer thickness 
and the geometry of the porous medium material. Solutions are obtained for the 
vapor layer thickness and the local Nusselt number as a function of angular posi
tion. Numerical solutions are also obtained for the overall heat transfer rates from 
the surface to the fluid for a given vapor superheat. Experimental data for a 12.70 
mm stainless steel cylindrical heater embedded in a 3-mm glass particle porous 
medium were obtained under steady—state operation. The experimental data ob
tained are compared with the theoretical analysis. The comparison shows that there 
is a good agreement between theory and experiments. The theoretical model is also 
compared with the experimental data obtained by other investigators for a spherical 
geometry. Excellent results are obtained in such comparison. 

Introduction 

Boiling heat transfer in porous media is fundamental and 
has many technological applications such as in the design of 
heat pipes, in heat removal during the reflooding process after 
loss-of-coolant accidents in a nuclear reactor, and in geother-
mal energy utilization. In the presence of porous media the 
boiling process is significantly different from that in an 
unrestrained fluid. As suggested by Cheng (1985), the in
troduction of the concept of relative permeability to account 
for the fact that some of the pore space is partly filled with 
vapor and partly with liquid simplifies the modeling of two-
phase flow while using the popular Darcy model. Thus, 
analytical solutions for two-phase flow problems, such as film 
boiling in porous media, can be obtained. One key assumption 
in the modeling process is the existence of a well-defined inter
face between the two phases (vapor and liquid). This assump
tion eliminates some of the mathematical complexities that the 
use of the relative permeability introduces. 

Two-phase flow in porous media, unlike two-phase flow in 
classical fluids, has received considerably less attention. 
Cheng and Verma (1985) have examined the problem of film 
boiling from a heated isothermal vertical plate embedded in a 
porous media filled with a subcooled fluid. They have shown 
that at a given vapor Rayleigh number, the local Nusselt 
number is uniquely dependent on the vapor film dimensionless 
parameters related to the degree of superheat, the wall 
temperature, the extent of subcooling of the surrounding liq
uid, and a property ratio of the vapor and the liquid phases. 
Later, Ip and Minkowycz (1987) extended the analysis of 
Cheng and Verma to include the effect of the presence of an 
axial pressure gradient on the boiling process. 

Experimental work on boiling heat transfer in porous media 
has also been reported in the literature. For example, Tsung et 
al. (1985) have recently investigated boiling heat transfer from 
a spherical heater embedded in liquid-saturated porous media. 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division June, 1987. 
Keywords: Augmentation and Enhancement, Boiling, Porous Media. 

In their experiments, with Freon-113 as the working fluid, the 
diameter of the glass particles forming the porous layer was 
varied parametrically. The experimental results showed that 
the maximum heat flux increased monotonically with increas
ing particle diameter and approached an asymptotic value cor
responding to the maximum heat flux obtained in a pool of 
liquid free of particles. However, they observed that the 
minimum heat flux was nearly insensitive to the particle size 
and that the film boiling heat transfer coefficient increased 
slightly with decreasing particle size. 

More studies are needed to improve our understanding of 
boiling heat transfer in porous media. This paper presents 
such a study. The problem of film boiling from a sphere and 
from a cylinder embedded in a saturated porous medium is 
modeled theoretically. Since the vapor film is occupying a thin 
region near the heated surface, the Brinkman-modified Darcy 
model is used to described the flow inside the vapor film. This 
model has proven especially appropriate for flows near solid 
boundaries (see Tong and Subramanian, 1985, and Hsu and 
Cheng, 1985). The results obtained from this analysis, for the 
use of the spherical heater, are compared with the experimen
tal data obtained by Tsung et al. (1985). Experimental data for 
a cylindrical heater are also obtained and compared with the 
theoretical model. Both comparisons shows a good agreement 
between theory and experiments. 

Heat Transfer Apparatus and Experimental Procedures 

The heat transfer measurements made in the present study 
were performed using the electrically heated cylinder and the 
test section shown in Fig. 1. More specifically, Fig. 1(b) shows 
a cross section of the cylinder used in this experiment. The 
cylinder consists of a stainless steel rod of 12.70 mm outside 
diameters. The cylindrical rod was machined to accommodate 
the installation of a 6.35 mm o.d., 54.8 mm long, high-power 
density cartridge heater. Care was taken in reducing the 
cylinder thickness beyond the heated area to minimize the heat 
dissipation in the axial direction. Power to the heater was con
trolled by means of a Variac. 
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Fig. 1 Test section and heat transfer model 

The steady-state bulk temperature of the porous medium 
Tm was measured by means of three chromel-alumel ther
mocouples, T9, T,0, and Tu, located directly above, to the 
side, and directly below the test specimen as shown in Fig. 
1(b). Thermocouples were also attached at selected locations 
on the heated surface and at a distance of 1.59 mm below the 
surface. The steady-state surface temperature T„, corre
sponding to an arbitrarily imposed overall rate of heat dissipa
tion Q, was measured by averaging the readings of the surface 
temperatures. It was observed that during partial film boiling 
the heated surface would experience temperature variations as 
large as 50 °C between the forward and backward stagnation 
points. During nucleate boiling, negligible surface 
temperature gradients were observed. The axial flows of 
energy were computed by means of the temperature dif
ferences Tx - T2 and Tx - Ts at the ends of the heated area. 

It is worth mentioning that two types of heated surfaces 
were initially considered in the design of the heaters. A copper 
surface was first selected in order to minimize the temperature 
gradients in the radial direction corresponding to a given 
power setting. However, the high thermal conductivity of cop
per would also increase the flow of energy in the axial direc
tion, consequently limiting the range of operation of the 
heater, since less energy would be available for the boiling pro
cess. On the other hand, the selection of a stainless steel sur
face would permit us to operate the heated surface at a higher 

surface temperature and with a higher flow of energy into the 
porous medium. The relatively low conductivity of stainless 
steel minimizes the axial conduction of energy; however, care 
has to be exercised in adjusting the power input to the heater. 
We could have instances, mainly during power adjustments, 
during which the electric heater would be operating very close 
to its burnout point while the surface registered a much lower 
temperature. 

The prorous medium consisted of 3-mm glass beads. All 
properties of this medium were measured: porosity, 0 = 0.39; 
effective (liquid-saturated) thermal conductivity, K=0.91 
W/m°C, and the permeability, # s o , = 2 x 10~9 m " 2 . 
Freon-113 was used as the working fluid. 

Figure 1(a) shows the test section. It consists of a rec
tangular stainless steel box with glass windows on two sides so 
that visual observations of the convection and boiling process 
could be made. The thermocouple outputs were measured and 
recorded by a Hewlett-Packard computer-data acquisition 
system. 

Preparation of the Heated Surface. Different sets of ex
periments were performed for different surface finishes. In the 
first set of experiments the stainless steel cylinders were pol
ished to a mirrorlike surface finish at the beginning of each ex
periment. In another set, we allowed a layer of oxide to form 
on the heater surface by heating it in air at a temperature of 
200°C for 2 h before each experiment. The purpose of the dif
ferent surface conditions was to study their effects on the film 
boiling process in porous media. 

Theoretical Model. Consider the problem of steady 
heating of an isothermal sphere or cylinder embedded in a 
porous medium filled with a saturated liquid, as shown in Fig. 
2. In both cases, it is assumed that the boiling phenomenon is 
of the filmwise type and that the vapor film thickness is small 
compared to the body diameter. 

The mathematical model for the sphere and cylinder are 
conceptually identical. Therefore, only the model for the 
cylinder will be presented in detail. Selected key results for the 
spherical geometry will also be outlined. 

Since the vapor film is occupying a thin region near the 
heated surface, the Brinkman-modified Darcy model is used 
to described the flow field inside the vapor film. This model 

N o m e n c l a t u r e 

A 
C, 

cP 
D 

Da 

g 
h 

K = 

k = 

m 
M 

area 
constant defined by 
C1=(pL-pv)gK/iitt 

specific heat of the fluid 
diameter of the heater 
Darcy number, defined by 
Da = KjXv/D

2tiv 

acceleration of gravity 
heat transfer coefficient 
latent heat of vaporization 
including the effects of 
vapor superheat 
permeability of the porous 
medium 
thermal conductivity 
effective thermal conductiv
ity of the fluid and the 
porous medium 
mass flux 
problem parameter defined 
by 

M--
Dpv(pL-pv)hFGKg 

n = coordinate perpendicular to 
the surface 

N = number of particles com
pletely immersed in the 
vapor film 

Nu = Nusselt number = hD/k 
Nu = average Nusselt number 

= — ( Nu dA 
A JA 

qL = local heat flux 
q = average heat flux 
Q = heat rate 
R = radius of the heater 

RP = radius of the particles 
5 = coordinate along the surface 

of the heater, measured 
from the lower stagnation 
point 

T = temperature 
s = velocity in s direction 
u = average vapor velocity in 5 

direction 

V = 

a = 

5 = 

eD = 
IX = 

£ = 

/* = 
<j> = 

Subscripts 

/ = 
s = 
V = 

w = 
00 = 

v,s = 
sol = 
Ih = 

up = 

velocity in n direction 
equivalent thermal 
diffusivity 
boundary layer thickness 
angle of vapor detachment 
viscosity of the fluid 
effective viscosity of the 
fluid and the porous 
medium 
density of the fluid 
porosity 

liquid phase 
saturated condition 
vapor phase 
condition at the wall 
condition at infinity 
vapor-solid 
solid 
lower half 
upper half 
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Fig. 2 Theoretical model for flow film boiling in a saturated porous 
medium 

has proven especially appropriate for flows near solid bound
aries. The following additional assumptions will now be made: 

1 A distinct boundary layer between the vapor and the liq
uid with no'mixed region in between. 

2 The interface at n = 5v is smooth and stable, and is at a 
constant temperature Ts. 

3 Shear stresses at the interface are negligible, i.e., 

\ dn ) . . 
= 0 0) 

4 A linear temperature profile exists across the vapor film. 
5 The properties of the liquid, vapor, and porous medium 

are assumed constant, except for the effective conductivity of 
the vapor-porous medium, Km v, which will be formulated as a 
function of 5;,, the vapor layer thickness, and Rp, the radius of 
the particles forming the porous medium. 

6 The porous medium consists of spherical particles of 
radius Rp. 

After the usual boundary layer assumptions are taken into 
account, the Brinkman-Darcy momentum equation for the 
vapor reads 

-(pL-p„)g sm {—) = —£ K + K 
d2uv 

dn2 (2) 

where 5 and n are the curvilinear coordinates along the surface 
and normal to the heated surface (Fig. 2), «„ the vapor veloci
ty component in the £ direction, K the permeability, ;*„ the 
vapor viscosity, /x„ the effective vapor viscosity, and p„ and pL 
the vapor and liquid viscosity, respectively. 

The boundary conditions at the heated surface and at the in
terface are: 

at « = 0: u„ = 0 (3) 

4 ^ M 

< \ ) 

m i din 

Fig. 3 Differential element for mass-energy balance 

atn = 5 „ : ^ - ^ = 0 
• a n ' " (4 ) 

Equation (2) is now integrated analytically subject to condi
tions (3) and (4) to yield the vapor velocity in the s direction 

uv = C, sin (-|-J 

x 

" exp (Da- " 2 —) + exp (Da" m ^~~) 
1 

where 

and 

l + exp(2Da-1/2-^-) 

„ (PL-P»)SK 
C I -

Da = A J 
ti0D

2 

(5) 

(6) 

(7) 

is the Darcy number. 
The average velocity as a function of angular position can 

now be written as 

uv = Q sin (-^-j 

x 1--

Da~1/2 

e x p ( 2 D a - 1 / 2 - ^ - ) - l 

A e x p ( 2 D a - " 2 A . ) + i 
(8) 

Based on the assumption of a linear temperature profile in the 
vapor layer and no subcooling in the liquid, a mass-energy 
balance on a differential element shown in Fig. 3 gives 

km,»R ~^l—" d\-j[) =d[uvPubvh}g] 

where km<v is the effective thermal conductivity of the porous 
medium in the vapor film, and hjg is the latent heat oi 
vaporization including the effects of vapor superheat. Equa
tion (8) can now be substituted into equation (9) to yield 

(9) 

IUS 

of 

-cos (T) (-£)- Da1/2 

exp(2Da- | /2 A ) _ i 

sin (—) 
\R/ 

"exp^Da"1^ A ) _ i 

_exp(2Da-1/2 A ) +1 

exp(2Da-1/2 A ) + 1 
(10) 
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where 

M-- ^m,v v. -* w * s )flv 
( i i ) 

Dpu(pL~Pll)h}gKg 

The energy analysis for the sphere is identical. For the sake of 
completeness, we report only one key result: the final differen
tial equation for 5„, which is analogous to equation (10): 

Once the vapor film thickness is known as a function of 
angular position, the velocity field can be calculated from 
equation (5). In addition, important heat transfer results can 
be obtained pertaining to both the local and overall heat 
transfer from the heated surface to the fluid-porous medium 
matrix. 

The local heat transfer is given by 

'(1) 
<i) 

M 

-(4-) 
-2 cos (I) D 

— Da1 

exp(2Da-1 / 2 A - ) - T 

exp(2Da-1 / 2 A _ ) +1 . 

(12) 

sin (—) 

e x p ( 2 D a - 1 / 2 - ^ - ) - l 

j ; x p ( 2 D a - 1 / 2 A - ) + l 

Equations (10) to (12) for the cylinder and sphere, respec
tively, need to be solved numerically to yield the thickness of 
the vapor film. The numerical integration is performed with 
the help of the fourth-order Runge-Kutta method (Ferziger, 
1985). Two major points related to the numerical integration 
are worth clarifying. First, initial conditions (0 = 0) are re
quired to start the numerical integration. To obtain the vapor 
thickness at 0 = 0, one makes use of symmetry and sets the left-
hand side of equations (10) and (12) equal to zero. In both 
cases, cylinder and sphere, the above procedure results in 
nonlinear algebraic equations. These equations are solved 
numerically each time to yield the value of the vapor thickness 
at 0 = 0. This value makes it possible to start the numerical in
tegration of equations (10) and (12). 

The second point that needs clarification pertains to the up
per limit of integration. We have found that just like in the 
case of flow film boiling from bodies embedded in porous 
media (Orozco et al., 1986), we do not have a critical angle 8C 

at which the vapor velocity gradient at the wall is equal to 
zero, indicating flow reversal for values of 0 larger than 8C. In 
the present study the existence of a negative pressure gradient 
along the heated surface forces the vapor velocity to remain 
positive for all values of 8 (see Fig. 2). Therefore, our model 
should remain valid at all points around the circumference of 
the cylinder or sphere, and it is physically correct to perform 
the integration starting from 6 = 0 and ending at the point of 
vapor detachment as long as the condition S„< <D is not 
violated. 

spherical bead 

7~/ z1 V / / / / / 7 ~ / / 

wall 
Fig. 4 Porous medium model 

Qw.i 
=

 K™,»(TW~TS) 
(13) 

since the temperature distribution inside the vapor layer is 
assumed to be linear. Based on the above equation, it is easy to 
verify that the local heat transfer coefficient and the local 
Nusselt number are 

h = k„,,v/8v 

hD 
N u ( 0 ) = - = D/5„ (14) 

The overall Nusselt number is obtained in the usu'al manner by 
averaging the local Nusselt number over the heated surface. 
Since it is difficult to identify experimentally the point of 
vapor detachment, the numerical integration is performed 
over the surface of the cylinder or sphere up to the angular 
position where 8V/D = 0A. The expression for the overall 
Nusselt number, therefore, is 

Nu = 

1 frf 
Nu(0)e?0 

TT JO 

1 

(cylinder) 

1 ?«d 

~T~ Jo Nu(0)sin0c?0 (sphere) 

(15) 

(16) 

where 8d denotes the angular position where the detachment 
of the vapor film occurs. The integration of equations (15) and 
(16) was performed numerically after the value of Nu(0) was 
obtained. A similar analysis has been developed for film boil
ing heat transfer to a pool of saturated liquid. For the sake of 
completeness, only the key results will be reported. For both 
the sphere and the cylinder the vapor velocity in the vapor film 
is given by 

(Pi -Pu)g sin (s/R) / n2\ 
uv= l&vn——) (17) 

/x„ V 2 / 
The energy analysis for the cylinder yields 

m 
4 ^ 
<(T) 
and for 

cos (s/R) (1) A x 3 

and for the sphere 

M, 2 cos (s/R) / 5 

sin (T) (18) 

(4-) sin 0 

(19) 
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where M, is given by 

M, 
k„ATvixv 

2pllh}gg(pl-pv)D
3 (20) 

Formulation of the Vapor-Porous Medium Effective Con
ductivity. The effective conductivity of a porous medium 
kmv is generally defined as 

km,o = <l>kv+(l-(l>)ksoS (21) 

where </> stands for porosity, and kv and ksol represent the ther
mal conductivities of the vapor and porous medium material, 
respectively. However, in the case of film boiling, a better for
mulation of the effective conductivity is necessary. 

Basing the effective conductivity analysis on one single 
spherical particle representing the porous medium and with a 
packing arrangement as shown in Fig. 4, we have that the 
porosity in the vicinity of the heated surface is a function of 
the thickness of the vapor layer. Figure 4 also shows that the 
efffective conductivity will be vapor dominant for values of 
8*«Rp. However, as 8* increases, the conductivity of the 
solid comes into play, and consequently, the effective conduc
tivity becomes porous medium material dominant. 

Under the assumption of a linear temperature profile across 
the vapor layer, and for the condition 8*<Rp, we have the 
heat transfer rate across 8* given by 

QT = Q» + Q„* -kmu,
4R2p 

•Ta) (22) 

where Tm is the porous medium temperature at a distance 
8V — 8* away from the heated surface, QT is the net energy flow 
across 8*, and Qv and Qvs are the energy flows through a pure 
vapor and a vapor-porous medium material path, respective
ly. Thus, Qv and Qvs are given by 

Qv=k„Av '" s' (23) 

*cv,s KVSA-US 

< •* in * s ) 

where 
Av=4R2

p-irr*2 

••'(̂ -0 

(24) 

(25) 

(26) 

A„,s = Trr*z (27) 

and kVtS is the average conductivity through the vapor-porous 
material path. 

Substituting equations (23) and (24) into equation (22), one 
obtains the effective conductivity across 5* for values of 
8?<R„ 

kmlh = 
1 

AR\ 
[kuAv + kViSAViS] (28) 

The average conductivity kvs through the vapor-porous 
medium material path is now formulated by focusing our at
tention on the flow of energy from an element of area dA in 
the porous medium at the temperature Tin. Figure 4 shows 
that if we take y to be the vertical distance from the element of 
area dA located at a distance 8„-8* away from the heated 
sruface to a point on the surface of a spherical particle 
representing the porous medium, the energy flow across 8* 
could then be written as 

ition 

Jo 

K-y 
•] (Tin-Ts)dAV:S 

Integrating equation (30) over AViS one obtains 

r dr 

where 
£,- i?2( /?2

P- /-2)1 

(29) 

(30) 

B0 = 2kvkml/QM„-K) 

B{=Rp(ksol-kv)+8*vk„ 

and 

(31) 

(32) 

(33) 

(34) 

is given by the 

(35) 

where N stands for the number of particles completely im
mersed in the vapor film and k0 is the value of k„, when 8* is 
equal to Rp. A similar approach is taken for the case when 
8*>Rp. When such a situation exists, k„hV is given by 

B-i — (ksoi — kv) 

r* = 8*v(2Rp/8$-l)in 

Finally, the total effective conductivity k 
following equation: 

. 5* 2NR 
k,„ „ = 8v 

k =Fi 
•bt-R. , 2{N+\)Rf 

where 

k = 
"<uh L RP 

AT + -
k*n\A,ni + k„ ,A„ 

p 

ASo\' 

AVtS = 4R2
P-irr^ 

AT = 4R2
P 

r* = [(RP-(8*„-RP))"2 

RP) 

(36) 

(37) 

(38) 

(39) 

(40) 

(41) 

and kv>s is given by 

_2-K(8*v~RP)kvks< 
4R2

P-Trr*2 

rdr 

J « P (8*-RP)ksoi-(ksol-kv)(R
2
P-r2y/2 ( 4 2 ) 

Therefore, one additional feature of the numerical integration 
of equations (10) and (12) involves the numerical computation 
of the effective conductivity given by equations (35) and (36) 
at each angular position. 

Data Reduction. For a given power input to the heater, 
the cylinder heat flux was compared from 

qcyi = (VI-Ql0SS)/A cyl (43) 

where Kis the voltage input, / t h e ammeter reading, Qioss the 
heat losses in the axial direction, and Acy] the cylinder surface 
area, respectively. 

The end losses Qloss were computed with the aid of 
temperature differences T2 - 7", and T%-Tx. Temperature 
measurements were made at different locations on the heater 
surface as previously described. However, for each power set
ting, additional temperature measurements were generated by 
rotating the cylindrical heater about its axis. The average wall 
temperature was found by fitting polynomial curves through 
the temperatures measured at various angular and axial loca
tions, and then computing an area-weighted temperature 
average using 

Tw A h 
Tw(x,d)dA (44) 

Reproducibility between experiments performed at the same 
condition was quite good, with a deviation of only few percent 
between comparable data. 

The steady-state uncertainty in the heat transfer results was 
due to the observer resolution in amperage readings, and in 
temperature recording errors. A detailed uncertainty analysis 
(Stellman, 1987) showed that a maximum expected error of 
±6 percent would occur. 
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Fig. 5 Observed temperature distributions 
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Fig. 6 Effect of vapor superheat on film thickness 

Observations. It was observed that while the heater was 
operating in the stable film boiling regime, there was always a 
dependence of wall temperature on angular location. It was 
also determined that the lowest temperatures would occur at 
the heater lower stagnation point while the highest 
temperature would take place at the upper stagnation point. 
Figure 5(a) illustrates a typical temperature distribution occur
ring at the heater surface while its operating in stable film boil
ing. However, there were instances when relatively large 
temperature gradients were observed along the heated surface. 
Figure 5(b) is an illustration of such an occurrence. We believe 
that the pronounced temperature gradients were an indication 
that the lower half of the heated surface was operating in the 
nucleate boiling regime while the upper half remained in the 
stable film boiling regime. Another aspect of the boiling pro
cess worth mentioning is the fact that the collapse of the vapor 
film in the absence of the porous medium was much more 
precipitous than that observed with the porous medium pres
ent. The porous medium seems to stretch the occurrence of the 
minimum heat flux over a wider range of temperature. 

It was also observed that there were instances during stable 
film boiling when one of the thermocouples located on the 
heater surface would register a temperature much lower than 
those registered by the other thermocouples. A simple repack
ing of the porous medium usually brought partly to the low 
reading. However, inspection of the heater with regard to the 
oxidation of its surface after an experimental run revealed that 
the low reading was caused by a nonspherical glass bead 
"sticking" to the heater surface. The relatively large conduc-
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Fig. 7 Velocity profiles at two different angular locations 
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Fig. 8 Comparison of vapor layer thickness growth with and without 
the porous matrix 

tivity of the porous medium in comparison to that of vapor 
would enhance the energy dissipation from the area covered 
by this nonspherical glass bead, therefore depressing the sur
face temperature, and minimizing the oxidation. It was also 
determined that the oxidation of the surface had a negligible 
effect on the heat transfer rates during stable film boiling. 

Results and Discussion 
Theoretical Resutls. Figure 6 illustrates the effect of the 

vapor superheat on the thickness of the vapor layer for both 
the cylinder and sphere. As expected, increasing the superheat 
of the vapor increases the thickness of the vapor layer. 
However, it is observed that the vapor film thickness for the 
cylinder is thicker than that for the cylinder for small values of 
8. As 6 increases after a specific value, the sphere vapor re
mains the larger of the two thicknesses thereafter. The value 
of 6 at which this "overtake" occurs increases as the vapor 
superheat increases. 

Figure 7 compares the vapor velocity profiles at two angular 
locations along the surface of the heaters in the presence of a 
porous medium to those profiles for the pure fluid case. It is 
observed that lower average vapor velocities are produced for 
the case of the film boiling in a porous medium. 

Figures 8(a) and 8(b) compare the growth of the vapor film 
for the pure fluid case to that in the presence of a porous 
medium for two different degrees of superheat. A thicker film 
is calculated for the heaters embedded in a porous medium; 
however, the pure fluid vapor film has a faster rate of growth 
and overtakes the porous medium vaper layer around the 90 
deg mark. This overtake may be attributed to the larger 
pressure gradient in the 5 direction experienced by the pure 
fluid. 

Figure 9 shows the effect of the vapor superheat on the 
average Nusselt number. The results for the cylinder and for 
the sphere exhibit the same qualitative behavior; however, the 
values of the average Nusselt number for the sphere are con-
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Fig. 9 Effect of vapor superheat on the average Nusselt number 
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Fig. 10 Dependency of the effective conductivity on position along the 
surface of the heater 

sistently higher than the values of Nu for the cylinder. For the 
two geometries, the difference in average Nusselt number be
tween the pure fluid case and the porous medium case is a 
reflection of the dependence of the vapor film thickness on 
angular position and degree of superheat as illustrated in Figs. 
8(a) and 8(6). 

Figure 10 describes the dependency of the effective conduc
tivity on the vapor film thickness as formulated by equations 
(39) and (36). Near the forward stagnation point, were the 
thickness of the vapor film reaches a minimum, the value of 
the effective conductivity is very close to that for pure vapor. 
However, as the thickness of the vapor layer increases, the ef
fective conductivity aproaches the conductivity of the porous 
medium. 

Experimental Results and Comparison to Theory. Figure 
11(a) is a comparison of the theory developed in this investiga
tion to the recent measurements of Tsung and Dhir (1985) for 
film boiling from a spherical heater embedded in a saturated 

Fig. 11 Comparison of experiments and theory 

porous medium. The comparison of the theory to the ex
perimental, data for the spherical heater shows an excellent 
agreement between theory and experiments. For the cylin
drical heater, see Fig. 11(6), we find that there is good agree
ment, however, the theory underpredicts the experimental 
data by a factor of 20 percent. This discrepancy may be at
tributed to the nonuniformity in temperature in the axial 
direction registered by the heater surface. Axial temperature 
gradients of the order of 30°C were observed while the heater 
was operating in the film boiling regime. 

Conclusions 
The theory developed in this investigation predicts the heat 

flux very well for the heat transfer regime where stable film 
boiling exists over the entire heater area for both cylinders and 
spheres embedded in a liquid-saturated porous medium. Good 
agreement exists between the theory and the experimental data 
of other investigator (Tsung et al., 1985) for the spherical 
heater. The theory has been compared with the experimental 
data obtained by the authors for a cylindrical heater, and good 
agreement was also found. Higher heat fluxes are produced in 
stable film boiling when there is a porous medium present. It 
was also found that the oxidation of the heated surface had a 
negligible effect on the energy dissipation during film boiling. 

Acknowledgments 
The author would like to thank the University of Illinois 

Research Board and Amoco Research for their support of this 
project. 

References 
Cheng, P., 1981, "Film Condensation Along an Inclined Surface in Porous 

Medium," Int. J. Heat Mass Transfer, Vol. 24, pp. 983-990. 
Cheng, P., and Verman, A. K., 1981, "The Effect of Subcooled Liquid on 

Film Boiling'Above a Vertical Heated Surface in a Porous Medium," Int. J. 
Heat Masss Transfer, Vol. 24, pp. 1151-1160. 

Ferziger, J. A., 1985, Numerical Methods for Engineering Applications, 
Wiley, New York, pp. 76-484. 

Hsu, T. C , and Cheng, P., 1985, "The Brinkman Model for Natural Convec
tion About a Semi-Infinite Vertical Flat Plate in Porous Medium," Int. J. Heat 
Mass Transfer, Vol. 28, pp. 683-697. 

Ip, S.-S., and Minkowycz, W. J., "The Effect of Axial Pressure Variations 
on Film Boiling About a Heated Vertical Plate Embedded in a Porous 
Medium," Numerical Heat Transfer, in press. 

Orozco, J., Poulikakos, D., and Gutjahr, M., "Flow Film Boiling From a 
Sphere and Horizontal Cylinders Embedded in Porous Medium," Journal of 
Thermophysics and Heat Transfer, in press. 

Stellman, R., 1987, "Studies in Boiling Heat Transfer, M.S. Thesis, Universi
ty of Illinois—Chicago. . 

Tong, T. W., and Subramanian, E., 1985, "A Boundary Layer Analysis tor 
Natural Convection in Vertical Porous Encloures—Use of Brinkman-Extended 
Darcy Model," Int. J. Heat Mass Transfer, Vol. 28, pp. 563-571. 

Tsung, V. X., Dhir, V. K., and Singh, S., 1985, "Experimental Study of Boil
ing Heat Transfer From a Shpere Embedded in Liquid Saturated Porous 
Media," in: Heat Transfer in Porous Media and Particulate Flows, L. S. Yaoet 
al., eds., ASME HTD-Vol. 46, pp. 127-134. 

Journal of Heat Transfer NOVEMBER 1988, Vol. 110/967 

Downloaded 16 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



A. K. Stubos

J. -M. Buchlin

von Karman Institute for Fluid Dynamics,
B-1640 Rhode-Saint-Genese, Belgium

Modeling of Vapor Channeling
Behavior in Liquid-Saturated
Debris Beds
The formation and evolution of vapor channels in a liquid-saturated and heat
generating particulate bed is modeled. The effect of the sticking forces on the onset
of channeling is considered. Simple experimental techniques are devised to support
the model development. Satisfactory interpretation of the DJO in-pile test per
formed at Sandia Laboratories can be achieved with the present channel model.

1 Introduction

A wide variety of industrial, agricultural, and energy pro
duction processes are related to the thermohydraulics of
porous media saturated with multiple fluid phases. Examples
include drying of porous solids, freezing of soils, geothermal
applications, thermally enhanced oil recovery. heat transfer
from buried pipelines, design of heat pipes, underground
high-level nuclear energy disposal, and fost ~ccident !:!eat
Removal (PAHR). This last application addressed to the
nuclear safety analysis of .hiquid Metal .East ~reeder (LMFB)
and Light Water (LW) reactors is the main concern of
the present paper.

The PAHR scenario describing the sequel of a hypothetical
core meltdown accident forecasts the formation of a par
ticulate debris bed in the reactor vessel. This porous medium
saturated by stagnant liquid coolant is subjected to the decay
heat of the fission products. The long-range coolability of this
heat-generating particle bed is an important question to be
solved (Joly and Le Rigoleur, 1979). Heat removal can be
achieved by single-phase natural convection and by two-phase
flow. Boiling is a very efficient internally cooling process,
which unfortunately is also self-limiting in the case of the
PAHR situation: generation of a high vapor flow rate
prevents the replenishment of the porous matrix by liquid and
subsequently dryout occurs.

In-pile experiments with prototypical materials (Gronager et
aI., 1981; Mitchell and Ottinger, 1982; Ottinger et aI., 1982;
Mitchell et aI., 1984) and out-of-pile simulations (Gabor et aI.,
1972; Barleon et aI., 1984; Stevens and Trenberth, 1982;
Buchlin and Van Koninckxloo, 1986) outline the eventual
presence of vapor channels in the bed and their effect on its
coolabiJity. This experimental ascertainment fosters the
development of appropriate modeling to predict the behavior
of channeled debris beds. Accordingly, the present paper deals
with a theoretical and experimental investigation of the forma
tion and evolution of vapor channels in a boiling particulate
bed.

2 Modeling of Channeled Bed

Among the several aspects of boiling in liquid-saturated
self-heated particle beds, channeling is a dominant process for
which modeling uncertainties still exist. Vapor channels form
in the upper part of the bed as shown in Fig. 1, where a typical
visualization obtained within the O.P .E.R.A. test facility
developed at the VKI (Buchlin and Van Konickxloo, 1986) is
reported. The vapor phase flows upward through discrete and
low resistance paths from which particles are expelled and
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deposited aside. The lower part of the bed continues to ex
perience packed boiling.

The flow behavior and characteristics of the channeled
region have not been explicitly and fully described. A
qualitative analogy between spouting of fluidized powder and
channeling has been exploited by Buchlin et al. (1982), leading
to the implementation of an empirical model in the
TORPEDO code (Benocci, 1981). Naik and Dhir (1982) used a
pipe flow formulation for the vapor flow in the channels and
obtained experimental data on the shape and number of chan
nels. Recently, Schwalm (1985) as well as Barleon et at. (1985)
suggested modeling the channeled region as a porous layer of
higher permeability.

In fact, the modeling approach commonly adopted (Jones
et aI., 1982; Schwalm and Nijsing, 1982; Reed, 1982) is ex
emplified by the Lipinski model (1982). It is assumed that the
vapor pressure at the bottom of a channel is sufficient to off
set the weight of the overlying particles plus liquid and that the
flow resistances in the channeled region are negligible.
However, Lipinski's model presents certain shortcomings
regarding the prediction of out-of-pile (Schwalm, 1985) as well
as in-pile (Mitchell et aI., 1984) channel data. This fact along
with the uncertainties concerning the influence of the vapor
channel formation on the coolability of the bed (Barleon et
aI., 1984; Schwalm, 1985) stresses the need for further refine
ment of the modeling of channel behavior.

In previous attempts the friction between particles as chan
nels are formed is neglected. Lipinski (1984) introduces the
idea of a sticking factor Sf' which means that the vapor
pressure must be Sf times the overlying bed pressure at the
bottom of a channel. The same idea in terms of a sticking
pressure is proposed by Schwalm (1985). However, it appears

Fig. 1 Channel visualizallon In heated bed
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that a nondimensionalization of this sticking pressure leads 
straightforwardly to the sticking factor concept. 

Therefore Lipinski's model can be extended as follows: The 
vapour pressure P„ at the bottom of a channel is expressed as 

Pv = Sr(pp-(l-e) + p,.e)-g'Lc (1) 

where Lc is the channel length and pp and pt are the solid and 
liquid density, respectively. 

In the channeled region liquid flows slowly and orderly 
downward between the channels so that liquid pressure P/ at 
the channel bottom is regarded as hydrostatic 

P, = p,'g>Lc (2) 

Introducing the capillary pressure Pc by means of the 
Leverett function J(s), which depends on the effective satura
tion s, it turns out 

PC=PV-P, = ff.V^/W(s) (3) 

where e is the porosity and K the permeability of the bed. An 
expression for channel length is finally obtained 

cnJe/K 

[Sf(Pp-(l ~ e) + pi'e)- pt]'g 
•J(s) (4) 

The saturation value at the channel bottom needed for the 
calculation of the Leverett function is obtained using the con
tinuity of the pressure gradient at this point. Equation (1) 
gives 

dPv 

dz 
= - S / « ( p p ( l - 6 ) + p/»e)»g 

while from the vapor momentum equation 

dP„ i*v'Vv Pv'Vl 
-= -Pv'g-

(5) 

(6) 
dZ ' K'KV !)•!)„ 

Since the vapor velocity just below the base of a channel is a 
function of the heat flux at this point, which in turn is a func
tion of the channel length Lc, equations (4), (5), and (6) are 
solved simultaneously to give both the channel length and the 
saturation value at the top of the packed region, provided that 
a value of Sf is available. This fact allows for the computation 
of the saturation profile in the packed region and the predic
tion of the dryout power for a channeled bed (Lipinski, 1982). 

Lipinski states that an empirical value of 1.6 for the sticking 
factor should be used to fit the out-of-pile channel suppression 
data of Barleon et al. (1985). In addition the results of the D10 
in-pile test demonstrate that a sticking factor of about 7.2 
must be used to explain the onset of channeling (Mitchell et 
al., 1984). In conclusion, an appropriate model for Sf is need
ed. This is the purpose of the next section. 

Fig. 2 Physical model for sticking factor 

3 Development of Sf Model 

3.1 Mathematical Formulation. The sticking factor model 
relies upon the analysis of the motion of particles caused by 
the upward displacement of a piston through the bed. Such a 
simulation is regarded as representative of the onset of chan
neling. It is sketched in Fig. 2. Simple visualization tests con
ducted with a two-dimensional array of spherical marbles 
show that the upward motion of a particle located at the bot
tom of the packing affects only the particles whose centers lie 
on the two sides of the angle 26, as indicated in Fig. 2. 
Therefore a force balance applied to a single bottom particle 
includes the weight of the overlying particles and the friction 
force required to move the affected particles 

Fp=N.Wp + T: (7) 

where Wp is the weight of a particle and TV the number of par
ticle layers to be expelled; N is related to the channel length 
and the particle diameter d 

L c / r f = l + ( / V - l ) c o s 0 / 2 (8) 

Tj is the friction force at each layer i and is proportional to the 
force exerted on the moving particles normal to the direction 
of motion; simple mechanics considerations allow us to write 

T,=-
flW, 

(9) 
(2 cos 0) 

/ i s defined as a friction coefficient that accounts for the solid 
material properties and the particle shape. From equation (7) 
an expression for the total force F is obtained. It is combined 
with equations (8) and (9) and reduced by the weight W of the 
overlying column to lead to the following equation for the 
sticking factor (Stubos, 1985): 

A = condensation coefficient 
C = coefficients of equation (10) 

Cp = specific heat 
D = channel or piston diameter 
d = particle diameter 
F = force 
/ = friction coefficient 
g = acceleration of gravity 
J = Leverett function 

Ke = effective thermal conductivity 
coefficient 

Lc = channel length 
Lj = latent heat 
P = pressure 

Pc 
Qv 
Sf 
s 

T 
V 

W 
z 
a 
e 

n 
Vi 
Vv 

= capillary pressure 
= volumetric power deposition 
= sticking factor 
= effective saturation (liquid 

fraction) 
= temperature 
= superficial velocity 
= weight 
= bed coordinate 
= contact angle 
= porosity 
= passability 
= relative liquid passability 
= relative vapor passability 

6 = angle of motion 
K = permeability 

K, = relative liquid permeability 
K„ = relative vapor permeability 
H = viscosity 
p = density 
a = surface tension 

Subscripts 
a = air 
b = boiling 
/ = liquid 

p = particle 
v = vapor 
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Fig. 3 Piston penetration technique 

Sf=l +f<Cl >L* + C2.L*/d* + C3-d* + C4) (10) 

L* and d* are the channel length and the particle diameter nor
malized by the channel diameter D, which is represented by 
the piston plateau. 

Equation (10) reveals the importance of the channel 
diameter as a parameter of the problem and shows that a 
higher sticking factor has to be expected when beds of ir
regular particle shape are considered. The resulting effect of 
the particle diameter on Sf is not straightforward because it is 
controlled by the values of the C coefficients, which depend 
on the actual type of particle arrangement (angle 8 and porosi
ty). They cannot be easily expressed from this simplified 
analytical approach and have to be determined by means of an 
experimental procedure. Two experimental techniques are 
used for this purpose. The first one refers to the penetration of 
a piston through a particle packing and the second one is 
based on the simulation of boiling by gas injection at the bot
tom of the bed. 

3.2 Experimental Support 

3.2.1 The Piston Penetration Technique. The setup 
sketched in Fig. 3 is mainly composed by a cylindrical water 
saturated particle bed through which a small brass piston with 
a diameter ranging from 8 to 12 mm is pushed upward by com
pressed air. The force required to cause the piston displace
ment is obtained from pressure measurement. The penetration 
is identified as soon as the signal displays a sharp decrease. 
The weight of the column is computed on the basis of the 
piston diameter and the height of the bed, which is equal to the 
channel length Lc in these tests. Experiments are carried out to 
investigate the effect of the particle diameter d* and the solid 
density pp, in the following range: 0.06 < d* < 0.4, 2600 < 
Pp < 7800 kg/m3 . 

Typical results are shown in Figs. 4 and 5. The sticking fac
tor Sf is plotted versus the reduced channel length and the nor
malized particle diameter, respectively. Figure 5 shows that Sj-
tends to an asymptotic value with increasing particle diameter. 
On the same graphs the theoretical predictions obtained with 
relationship (10) are compared with success. A unique set of C 
coefficients fits all the available data points within 15 percent, 
except for the 0.5-mm glass bed. The change in the solid 
material and the nature of particles is accommodated by the 
value assigned to the friction coefficient/only. The presence 
of liquid in the bed can also be accommodated in the same way 
as shown by tests with dry beds (Stubos, 1985). The points 
shown in those figures are averages over several trials, and the 
observed scattering was of the order of ± 10 percent. 

The table below gives the actual form of equation (10) for 
the case of water-saturated glass and steel beds. 

Glass Bed 

9.0 

7.5 

6.0 

4.5 

3.0 

1.5 

CLASS 1.0 mm 
STEEL 1-2 mm 
CLASS 3.0 mm 
CLASS 0.5 mm 
THEORETICAL 
CORRELATION 

0 1.0 2.0 3.0 

Fig. 4 Sticking (actor versus channel length 

4.0 5.0 
Lc /0 

Sf 

_ 

-

-

O CLASS L/D =2.5 

— THEORETICAL CORRELATION 

/ O 

I I I 

I 

0 

1 

_ 

-

-

0 0.1 0.2 0.3 0.4 0.5 
d/D 

Fig. 5 Sticking factor versus particle diameter 

Steel Bed 

Sf=l + 3A2L*+l.9d* -0.08 
LI 
d* 

1.84 

S / = l + 1.95Z,c*+1.185rf*-0.05 1.15 

3.2.2 The Gas Injection Technique. The piston penetration 
technique provides data for the channel onset phenomenon. 
To proceed further and analyze the evolution of channels 
when vapor flux is growing a more realistic simulation is re
quired. The idea behind the gas injection method is to simulate 
the boiling process in the particulate bed by forcing gas flow 
through the packing from a porous bottom support. This ex
perimental procedure allows us not only to observe the chan
nel formation but also its development versus the gas velocity, 
i.e., the power deposition in a heat-generating debris bed. A 
schematic representation of the test rig used is reported in Fig. 
6. A particle bed is formed in a cylindrical pyrex tube of 12 cm 
diameter that is specially implemented with a "fritted" glass 
porous plate. The gas used is dry air.The mass flow rate is 
measured by means of a rotameter and adjusted by the tuning 
of the valve. Uniform distribution of air flow in the bed is 
reached. In these experiments the sticking factor is given by 
equation (1). The length of the channel is measured from 
visualizations as shown by the photograph of Fig. 7. The 
measurement of the air pressure at the bottom of the channel 
is problematic because it is not known a priori where the chan-
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Fig. 8 Leverett's tunctlon versus liquid saturation
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Fig. 6 Gas Injection technique
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Fig. 9 Channel length versus gas velocity
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K(1-S)3

The relative permeability is taken equal to (1- S)3 (Lipinski,
1982). The saturation value at the top of the packed region is
calculated from equation (12). Finally, the gas pressure P u can
be calculated using the capillary pressure definition (3). The
Leverett function is determined from drainage measurements
performed with the same test facility (Stubos, 1985). Typical
results are plotted in Fig. 8 along with the empirical correla
tion

(S-l _ 1) 0.175

J(s) = {5

Figure 9 shows the evolution of the channel length with the
air velocity in 0.7 and 1.2 mm steel and 1.0 mm glass beds.
Good test repeatability is observed. It is worth noting that the
values of the air velocity fall in the range of vapor velocities
estimated in heated bed experiments. An average value of
D = 2.5 mm for the channel diameter is obtained from visual
observations (see Fig. 7). The measured channel diameters
range from 2.0 to 2.8 mm in agreement with the channel data
given by Naik and Dhir (1982) as well as with the average value
reported by Reed (1982).

As expected, with decreasing particle diameter and density,
channels extend; the gas velocity required to form a channel
decreases and the slope of the curves steepens. For a light
material such as glass the change in L c is very sharp for a small

nel will occur. In addition it must be noted that the presence of
the air bubbly flow (no condensation process) in the overlying
liquid layer prohibits the determination of the saturation by
measurement of the liquid lift. Therefore the following ap
proach is adopted: The liquid pressure is given by the
hydrostatic term (equation (2)) since VI = 0; it is assumed for
this experimental simulation that s is constant in the packed
region of the bed. This approximation is acceptable as long as
the air velocity is sufficiently low. If so, the gas phase momen
tum equation reduces to the laminar term of the Ergun equa
tion. Therefore from equation (3) it can be written

dPu = dP,
dz dz

and

Fig. 7 Channel visualization from gas Injection experiment
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Fig. 10 Slicking factor versus channel length

Fig. 11(a) Bottom·heated bed

increase in Va' while for steel L c increases gradually and seems
to tend toward a maximum value.

The main features of the proposed model are exemplified in
Fig. 10. Making the clear distinction between onset and evolu
tion of channels, it is pointed out that at incipient channeling
(first point of each curve), the Sf values found from the air in
jection experiments, as already described, are within 10 per
cent of the calculated values. In view of the average value of
D, the scattering in L c data (± 10 percent), the fitting capabili
ty of equation (10), and the repeatability noted in Figs. 9 and
10, this agreement is more than satisfactory. Note further that
the uncertainty in the experimental Sf points caused by the L c
scattering as well as by the estimation of the saturation value
from equation (12) is not smaller than 15 percent.

Thereafter as Va increases, Sf decreases rapidly and tends to
an asymptotic value close to 1. Once the channels are formed,
it is much easier for air to lengthen them as its velocity (i.e.,
power in heated beds) increases.

A review of some published channel length data from out
of-pile tests (Barleon et aI., 1984; Stevens and Trenberth,
1982; Jones et aI., 1982; Reed, 1986) shows that they generally
refer to the extended channeling situation. Consequently, the
interpretation of these data in terms of sticking factor may be
misleading as could be the case in the work by Schwalm
(1985).

It can be noted that the extended-channel length is well
predicted by a relation of the following form as proposed by
Jones et aI. (1982) and Reed (1986):

a'cos 01
L =Cst. (13)

c (pp -p,).g'E.d

where the constant ranges between 4.6 and 6. Relation (13)
coincides with equation (4) when the value of the Leverett
function lies between 0.38 and 0.49. These limits correspond
to liquid saturation of 0.73 and 0.37, respectively, at the bot
tom of the channels when they have reached their final length.
The average saturation value obtained in the present air injec
tion experiment is 0.68 (±0.03) and fits quite well the relation
(13) when the Reed constant of 4.62 is used.

However, it must be mentioned that some uncertainties exist
both in experiments and predictions in the case of light particle
beds, such as those made by small glass beads. Most of the
tests performed with such beds reveal unstable "channel"
behavior, especially when the particles are smaller than about
0.6 mm in diameter and the liquid is water (Jones et aI., 1982;
Campos, 1983; Gladnick, 1985; Reed, 1986). There are mainly
two different types of observed unstable "channeling": The
first is the case of long thin twisted vapor paths characterized
by a short lifetime corresponding to the time needed for a
chain of bubbles to rise through them and taking place
sporadically in random locations in the beds. In the second
case, the bed can be occasionally disturbed by the formation
of large bubbles growing until the pressure is enough for them

972/VoI.110, NOVEMBER 1988

Fig. 11(b) Volumetrically heated bed

Fig. 11 "Channel" Instabilities In particulate beds

to rise through the solid packing. Figures II(a, b) are
visualizations of such instabilities performed at the VKI within
bottom and volumetric heated beds, respectively (Campos,
1983; Buchlin et aI., 1983).

In the present investigation these unstable bed disturbances
are not considered as channeling and only the data referred to
stable channels are plotted in Fig. 9, which shows that light
particle beds tend to experience early extended channel
configuration.

In the situation of in-pile tests where the coolant is the
highly thermally conductive liquid sodium, the presence of a
large top subcooled zone prohibits early channel penetration
contrary to the out-of-pile experiments. The clear distinction
made by the present model between the onset (Sf> 1) and
evolution of channels (Sf"" 1) allows us to account for the
nonoccurrence of channeling even at high bed power levels,
while the other models predict early channel formation and
large channel lengths.

For the interpretation of the channeling data from heated
beds, the limitations of the experimental simulation concern
ing the conduction of heat through the bed and the condensa
tion of vapor in the subcooled zone at the top of heated beds
must be emphasized. More data, especially from beds with
high expected incipient channel length, are of course needed to
support further the use of such an experimental simulation for
the study of channeling phenomena. This is under way at the
VKI.

At present it can be said that recent experiments at the
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Fig. 13 Typical "channel" prediction of D10 experiment 

O.P.E.R.A. facility at the VKI have also found a sticking fac
tor decrease from the value corresponding to the onset of 
channeling to a final one close to unity as shown in Fig. 12 
(Buchlin and Van Koninckxloo, 1986). The bed of 0.6 mm fer-
rite particles is heated by a dielectric process and saturated 
with distilled water. The average value of final channel length 
observed in O.P.E.R.A. experiment is 3.8 cm and agrees well 
with the value of 3.65 cm predicted by the present model. In 
addition, incipient channel lengths ranging from 5 to 9 mm 
were observed in top-heated beds of 0.25 mm glass particles 
saturated by freon-113, and are favorably compared to the 
predicted 8 mm length. It is worth noting that in both these 
cases the observed channel diameters (from 2.0 to 3.0 mm) 
justify the use of an average value of 2.5 mm. 

Another significant observation is the irreversibility of the 
channeling process. Disturbances in the beds do not disappear 
even if the velocity is significantly reduced after the occurrence 
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of channels. Early channel formation is then observed if the 
velocity is increased again. 

4 Application of the Sf Model 
The present sticking factor model is implemented in the one-

dimensional code "CHANNEL" developed at the VKI to 
simulate boiling and extended dryout in the debris bed 
(Evenhouse and Stubos, 1984). Basically, the phasic mass, 
momentum, and energy conservation equations for boiling 
and condensation are solved. The code includes the channel 
model described in Sections 2 and 3. A pure conduction ap
proach based on effective conductivity coefficient is adopted 
to deal with the subcooled and dryout parts (see Appendix). 
The applicability of the present code version is exemplified by 
attempting the interpretation of the in-pile test DIO conducted 
at Sandia Laboratories with a bottom-cooled particulate bed 
(Mitchell et al., 1984). Typical predictions from CHANNEL 
are listed facing the experimental data and the results deduced 
from the Lipinski model (Lipinski, 1982) in Table 1. The com
parative analysis is achieved using the Sf data of steel bed ex
periments. The packed dryout power is underestimated by 20 
percent. Such a discrepancy emphasizes the difficulty to 
simulate correctly all the boundary conditions of DIO tests as 
far as the heat losses are concerned. Their effect is more 
marked during the packed boiling. As reported by Mitchell et 
al. (1984), the incipient channeling happens at a specific power 
of 1.06 W/g and the subsequent channel suppression coeffi
cient is 7.2.The code predicts a power deposition of 1.18 W/g 
and a Sf value of 7.6 along with an initial channel length of 11 
mm accompanied by an extended dry zone. It is worth noting 
that during the experiment the dryout zone formed at each 
power step above 0.42 W/g is rewetted to avoid high 
temperatures in the bed. In this sense it is observed that at a 
power of 1.06 W/g no dry zone is detected. The explanation 
might come from the fact that, as claimed by Mitchell et al. 
(1984), channel formation is followed by a major flashing 
disturbance in the bed, which possibly caused the rewetting of 
the dry zone that would normally form. This disturbance may 
be attributed to the high vapor overpressure, about 7.2 times 
the bed pressure, which is released at the moment channels are 
formed. It can be assumed that such a disturbance is of the 
same type as those observed in glass beds (Jones et al., 1982; 
Gladnick, 1985; Reed, 1986). The fact that a solid material 
like U02 is heavier than glass can be compensated for partly 
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by the increase of the surface tension of liquid when using 
sodium and the smaller size of fuel particles. 

In the sequel of D10 experiments the power is reduced to 
low levels in an attempt to repack the bed. However, accord
ing to visual out-of-pile observations, it appears that beds that 
have experienced channeling are irreversibly perturbed. 
Hence, the second part of the present approach is more 
dedicated to explain the following D10 data. Prediction for 
channeled dryout of the disturbed debris bed is successfully 
completed on the basis of a sticking factor of 1.3. The cor
responding state of the D10 bed is numerically simulated in 
Fig. 13. The axial temperature, liquid saturation, and vapor 
velocity of the packed region are plotted. A small dryout zone 
is predicted. A channeled zone of 95 mm is found that is not in 
contradiction with the experimental temperature distributions. 

5 Conclusions 
The formation and behavior of vapor channels in liquid 

saturated debris beds are modeled. The concept of the sticking 
factor as channel suppression criterion is exploited. The 
mathematical formulation of the sticking factor is supported 
by experimental investigation involving piston penetration and 
gas injection techniques. 

The distinction between the onset of channeling and the 
evolved channel configuration is emphasized. Incipient chan
neling in fresh beds is predictable by the proposed Sf correla
tion. The evolution of channel length is characterized by a 
rapid decrease of Sf, tending to a value close to unity. The ir
reversibility of the channeling process is noted and is included 
in the proposed model. 
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A P P E N D I X 

CHANNEL is a one-dimensional code simulating the 
steady-state thermohydraulic behavior of a liquid-saturated, 
self-heated, particulate bed. It identifies boiling, condensa
tion, subcooled and dryout regimes in the bed and calculates 
the temperature, saturation, and vapor velocity profiles along 
it. The channel formation model already presented has been 
implemented into the code. The equations applying to the 
packed part of the bed in one dimension are: 

Conduction and Dryout Zones: These are modeled through 
an effective thermal conductivity coefficient Ke, whose values 
differ from zone to zone 

<(*-£)--* (A-l) 

where T is the temperature and Qv the volumetric power 
deposition in the bed. 

Boiling Zone: The local mass balance gives 

PiV, + pvVv = 0 

and the equation of motion for each phase 

dP, 

dz 

dP„ 

n,v, p,yj 
K'K, 17-17/ 

M y " v Pv' V 

-Pl'g 

-Pv' 

(A-2) 

(A3) 

(A4) 

(A5) 

(A-6) 

dz K-K„ •n'flu 

where the relative permeabilities and passabilities are ex
pressed as follows (Lipinski, 1982): 

The energy equation for this zone can be written 

r dV" n 
P»L'-dz~ = Q» 

where Lf is the latent heat of the liquid. Temperature is as
sumed constant and equal to the boiling temperature Tb 

T= Tb (A7) 

Finally, the definition of capillary pressure gives 

Pc = P„-P, = o-cosci>4zTK-J(s) (A8) 

where the Leverett function is expressed as 
( S - 1 - 1 ) 0 . 1 7 5 

J(s)=-
V5 

(A9) 
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Condensation Zone: The energy equation is now changed 
compared to the boiling zone 

d / dT\ d 

dVv 
= Lrp„ —2- (A10) 

dz 

where Cp is the specific heat. The assumption is made that the 

rate of condensation is proportional to the degree of subcool-
ing 

dV 
A{Tb-T) + Lf.Ptt—±- = Q (All) J dz 

where A is a condensation coefficient. 
An iterative boundary tracking procedure is adopted to 

solve the equations along with their interfacing and boundary 
conditions. The final output consists of the temperature, 
saturation, and vapor velocity profiles along the bed. 
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A Parametric Study of Boiling Heat 
Transfer in a Horizontal Tube 
Bundle 
Boiling heat transfer outside of a section of a uniformly heated horizontal tube bun
dle in an upward crossflow was investigated using R-113 as the working fluid. The 
inline tube bundle had five columns and 27 rows with a pitch-to-diameter ratio of 
1.3. Heat transfer coefficients obtained from the 14 instrumented tubes are reported 
for a range of fluid and flow conditions; slightly subcooled liquid inlet conditions 
were used. At most heat fluxes there was no significant variation in the local heat 
transfer coefficients throughout the tube bundle. However, at low heat fluxes and 
mass velocities, the heat transfer coefficient increased at positions higher in the tube 
bundle. As pressure and mass velocity increased so did the heat transfer coefficients. 
For the local heat transfer coefficient, a Chen-type correlation is compared to the 
data; the data tend to be overpredicted by about 20 percent. Reasons for the over-
prediction are suggested. 

Introduction 
Shellside boiling in horizontal tube heat exchangers is used 

extensively in the chemical process industries. In multitube 
kettle reboilers, once-through crossflow boilers, flooded 
evaporators, etc., the gross, overall effects of boiling on the 
shellside are established well enough that heat exchangers have 
been designed to perform adequately for a given set of fluid 
conditions and geometries. However, research interest has 
been growing to determine local (i.e., tube position within the 
tube bundle) heat transfer coefficients so that the heat transfer 
processes that are occurring throughout the tube bundle can 
be better understood and modeled and, thus, more efficient 
heat exchanger designs can be developed. 

Early research on heat transfer coefficients in large, 
multitube bundles was performed by Palen and co-workers 
(1962, 1963, 1972). Only tube-bundle average heat transfer 
coefficients were obtained, but those coefficients were greater 
than those for a single tube in saturated pool boiling. Other 
early investigations on smaller tube bundles in pool boiling, 
e.g., Mednikova (1973), Meyers and Katz (1953), Nakajima 
(1979), Nakajima and Morimoto (1969), Nakajima and 
Shiozawa (1975), Robinson and Katz (1951), and Wallner 
(1971), obtained local heat transfer coefficients on a few of the 
tubes in their bundles. The results indicated that the induced 
circulation and turbulence around the upper tubes in the 
bundles caused increased heat transfer coefficients. Unfor
tunately, neither the mass velocity nor the quality were known 
in these tests, which makes the results difficult to use. 

More recently, the local conditions throughout a large 
multitube bundle have been investigated (Leong and Corn-
well, 1979). Local heat transfer coefficients have been deter
mined in a bundle for one pitch-to-diameter ratio by Cornwell 
and co-workers (1979, 1980, 1982). A 241-tube bundle 
(p/d=/1.33) operating in a natural circulation mode was 
tested using R-113. Fluid recirculation in the shell of the 
similated slice of a reboiler was caused by rising vapor. Heat 
transfer coefficients increased with increasing height in the 
bundle. In a similar experiment (Grant et al., 1983) on a small 
steam-heated kettle reboiler (177 tubes; p/d= 1.33) using 
R-12, nucleate boiling appeared to be the primary heat 
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transfer mechanism. The heat transfer coefficient for the en
tire bundle (for the region where nucleate boiling dominates) 
was expressed as a function of the heat flux raised to a power. 
It is interesting to note that whereas Leong and Cornwell 
(1979) obtained a variation up to a factor of about eight in the 
heat transfer coefficients between tubes at the bottom of the 
bundle compared to tubes at the top of the bundle, Grant et al. 
(1983) found only a small variation (10-20 percent) in their 
tests. The difference was attributed to the much higher heat 
fluxes used by Grant et al. (1983) compared to those used by 
Leong and Cornwell (1979). For none of these tests (Leong 
and Cornwell, 1979; Cornwell et al., 1980; Cornwell and 
Schuller, 1982; Grant et al., 1983) were local fluid conditions 
known. To avoid the problem of not knowing local fluid con
ditions Polley et al. (1980) tested a 36-tube, six-row bundle 
(p/d= 1.24) using R-113 in forced convection. Two-phase 
forced flow was found to enhance the heat transfer coefficient 
compared to pool boiling or to saturated liquid forced convec-
tive boiling, particularly at low wall superheats. The enhance
ment ranged up to a factor of about 2.5. A Chen-type correla
tion (Chen, 1963) was adapted from in-tube two-phase boiling 
to model the heat transfer behavior with moderate success. 
Hwang and Yao (1986) tested a three column, eight-row bun
dle (p/d= 1.50) using R-113 and also modified the Chen cor
relation to predict the heat transfer coefficients. They 
predicted the heat transfer coefficients to within ±20 percent. 

Various attempts have been made to model either kettle 
reboilers (Brisbane et al., 1980; Kim, 1975; Fair and Klip, 
1983; Palen and Yang, 1983; Whalley and Butterworth, 1983) 
or once-through submerged boilers (Payvar, 1985). Brisbane 
et al. (1980), in attempting to develop a prediction method for 
a kettle reboiler, concluded that a method of calculating the 
local heat transfer coefficient is essential to understanding the 
heat transfer behavior in reboilers. 

A review of the pertinent literature has indicated that each 
set of tests on tube bundles has been performed at only one 
pressure and the quality and mass velocity ranges have been 
limited. Generally, the results of various investigations have 
shown a wide variety of trends. It is evident that more research 
is required to determine the effect of flow conditions on local 
heat transfer coefficients in tube bundles. Hence, a model of a 
section of a much larger tube bundle was designed, built, and 
tested to determine the effect of mass velocity, quality, and 
pressure on the heat transfer coefficient. Only heat transfer 
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results will be discussed in this paper; the pressure drop data 
have been discussed by Schrage et al. (1988). 

Experimental Apparatus 

The tests were run in a closed-flow loop (Fig. 1), which uses 
R-113 as the working fluid. The liquid flow rate to and the 
pressure in the test section were controlled by bypassing liquid 
around the test section and by adjusting valves downstream of 
the test section. Inlet fluid conditions were set by adjusting 
either the power to variable-power electric preheaters or the 
steam flow to a steam-to-R-113 heat exchanger. Upstream of 
the test section was an expansion/contraction section with 
flow straighteners to ensure a relatively uniform velocity pro
file at the first row of tubes in the tube bundle. After passing 
through the test section, the two-phase mixture flowed into a 
water-cooled condenser and through a pressure control valve; 
the liquid R-113 then flowed through one of three calibrated 
rotameters. A high-accuracy (±0.69 kPa) pressure gage was 
used to measure the test-section pressure. A thermocouple 
located near the pressure tap was used to measure the fluid 
temperature. Pressure drops across portions of the test section 
were measured with inverted, inclined, water-filled 
manometers. Direct-current power was supplied to the in
strumented tubes by a low-ripple (< 1 percent) power supply 
and a-c power was supplied to the noninstrumented tubes by 
powerstats; current was measured with calibrated shunts. All 
instrumented tube voltage drops, shunt voltage drops, and 
thermocouple voltages were measured using a high-accuracy 
digital voltmeter, which was part of a Hewlett-Packard data 
acquisition system. 

The test section was as shown in Fig. 2. The in-line bundle 
was composed of five columns and 27 rows of heated tubes in 
a square array with a pitch-to-diameter ratio of p/d= 1.3. 
Fourteen of the tubes in the center column were instrumented 
and electrically resistance heated; the evaluation of the heat 
transfer coefficients was made with data obtained from these 
tubes. The remaining 121 tubes were heated with cartridge 
heaters; no heat transfer coefficient measurements were made 
on these tubes. The two outside columns were placed half in 
the wall and half in the channel to minimize wall effects on the 
flow through the channel. These tubes were heated with car
tridge heaters. All the tubes were made of 7.94/7.62 mm 
stainless steel with a length of 82.6 mm. The surface was used 
in its "as is" condition except that the surface was manually 
cleaned with fresh R-113 and 400 grit emery cloth before in

stallation into the test section to ensure consistent surface con
ditions. Pressure taps were placed just before the first row and 
after the sixth, eleventh, sixteenth, twenty-first, and twenty-
seventh rows. The test section was heavily insulated to prevent 
heat loss. 

The instrumented tubes were connected in series; brass bus 
bars were silver-soldered to each end of the stainless steel tub
ing. Voltage taps were located on each end of the instrumented 
tubes so that the power to each individual instrumented tube 
could be measured; the minor voltage drop between the 
voltage tap and the start of the heated section was taken into 
account when calculating test-section power. Thirteen of the 
tubes were equipped with four copper-constantan ther
mocouples to measure the inside wall temperature at half the 
length of the tubes from the channel wall; the remaining one 
was equipped with eight thermocouples. For both sets of 
tubes, the thermocouples were evenly spaced around the cir
cumference of the tube and the tubes positioned in the test sec
tion such that the angular locations of the thermocouples with 
respect to the test section were known. The thermocouple 
beads were held firmly against the tube wall and were elec
trically insulated from the tube wall with a 0.05-mm-thick 
piece of Teflon tape. 

Experimental Procedure 

Prior to any testing, the R-113 was thoroughly degassed to 
avoid biasing the data in any way. The flow to and the 
pressure in the test section were set to predetermined values. 
The loop preheaters were adjusted to bring the liquid R-113 to 
within a maximum of 1 K of the saturation temperature at the 
test section pressure; thus, the flow into the test section was 
always slightly subcooled. This ensured the accuracy of subse
quent calculations of quality throughout the test section when 
using an energy balance between the electrical power dissipa
tion and the enthalpy gain of the fluid. All qualities were 
calculated assuming equilibrium conditions. The heat flux on 
all of the tubes was set by adjusting the various power sup
plies. For all of the flow tests, a uniform wall heat flux was 
maintained on all of the tubes in the tube bundle. Before any 
data were taken, the flow loop was allowed to come to steady 
state. Outside tube wall temperatures were calculated using the 
measured inside wall temperatures, the measured power 
dissipation, and the tube geometry in the one-dimensional 
steady-state heat conduction equation for thin-wall tubes. 
Because of the thin walls, low thermal conductivity, and high 
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Subscripts 

conv = convective 
exp = experimental 

/ = saturated liquid 
fluid = fluid 

g = vapor 
L = liquid 

NB = nucleate boiling 
out = outlet 

pred = predicted 
sat = saturation 
TP = two-phase 

w = wall 
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Fig. 1 Schematic of test loop 
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TUBES ELECTRICALLY 
RESISTANCE HEATED AND FITTED 
WITH FOUR, EQUALLY SPACED 
THERMOCOUPLES 

PRESSURE TAPS 

FLOW VERTICALLY UP 

Fig. 2 Schematic of in-line test section (p/d = 1.30) 

heat transfer coefficients, circumferential conduction was 
negligible (Baughn, 1978) and a uniform heat flux was as
sumed. Heat transfer coefficients for each instrumented tube 
were calculated by averaging the individual heat transfer coef
ficients obtained with h = q"/(Tw — TmM) for each ther
mocouple location, where Tmd was either the subcooled or 
saturated fluid temperature; Tsal was evaluated at the local 
fluid pressure. 

One hundred ten flow boiling tests were run with a slightly 
subcooled inlet. The inlet quality ranged from -0.025 to 
-0.004 where quality is (i — ij)/ijs. The nominal ranges of 
conditions covered by these tests were as follows: 

Heat flux 1.6 to 44.1 kW/m2 

Local quality 0-36 percent 
Pressure 200, 400, 500 kPa 
Mass velocity 50 to 675 kg/m2s 

In addition, single-phase (nonboiling) heat transfer tests were 
run for Reynolds numbers of 1300 to 20,700; saturated pool 
boiling tests were run on the eight-thermocouple tubes with no 
other tubes in the bundle heated. Uncertainties in the ex
perimental data, as estimated through a propagation-of-error 
analysis, are suggested to be: P, ±1.5 kPa; G, ±2 percent, x, 
± 3 percent; q ", ±1 percent; h ± 11 percent at the lowest heat 
flux to ±2 percent at the highest heat flux. Typical data are 
shown in the accompanying figures. Details of the experimen-

2. 5. 10. 5. 10. 

SUPERHEAT(K) 

0 EXPERIMENTAL 
FORSTER-ZUBER (1955) 

- - STEPHAN-ABDELSALAM 
(1960) 

1 I I l I I I I I I 
10. 

Fig. 3 Comparison of pool boiling behavior between the experimental 
data and the predictions 

tal apparatus and procedure and complete data tables can be 
found in Hsu (1987). Note that all boiling heat transfer coeffi
cients shown are local values; no bundle average values are 
shown. 

Results and Discussion 

Single-phase and saturated pool boiling heat transfer data 
were obtained to validate the experimental apparatus and pro
cedure before any of the flow boiling tests were run. The 
single-phase heat transfer tests were run over a Reynolds 
number range of 1300 to 20,700. All the tubes in the bundle 
were heated. The heat flux was uniform throughout the bun
dle for all tests and was set at a level such that (TW — TL) was 
always in the range of 10 K; this was done to ensure accuracy 
of the data. The results and trends agreed well with standard 
correlations (e.g., ESDU, 1973). The single-phase heat 
transfer coefficient was low at the first row of the bundle, in
creased to a maximum at about the third row, then decreased 
slightly and remained approximately constant over the rest of 
the tube bundle. Comparison of the experimental data with 
predictions using the correlation given in ESDU (1973) showed 
that the predictions were consistently high and had an average 
absolute deviation (£ \hpKd/hexp - 1 \/N) between the predic
tions and the experimental data of 9.6 percent. The leading 
coefficient and the Reynolds number exponent were refit to 
the present data to obtain a better prediction; the following 
equation was obtained and 

(1) 
had an average absolute deviation of 2.1 percent between the 
predictions and the experimental data. 

Saturated pool boiling data (see Fig. 3) were obtained from 
the tube with eight thermocouples as it was located inside the 
tube bundle. The tests were run at three pressures with the two 
outside columns of tubes heated at a low power level to main
tain saturation conditions in the pool. To avoid hysteresis ef
fects, the only data used were those data obtained for decreas
ing heat fluxes after the highest heat flux was reached. 
Generally, there was fair agreement between the data and the 
predictions (based on the heat flux) of two correlations from 
the literature. The Forster-Zuber (1955) correlation (average 
absolute deviation of 10.7 percent) had a lower slope than the 
data while the Stephan-Abdelsalam (1980) correlation 
(average absolute deviation of 20.9 percent) had a higher 
slope. A simple power curve fit of the data (one for each 
pressure level) gave an average absolute deviation between the 
predicted and experimental data of 4.9 percent. 

Typical forced convective boiling data from the tube bundle 

NU i = 0.137 Re£692Pr°;34 
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Fig. 6 Effect of heat flux on the heat transfer coefficient at P = 517 kPa 
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Fig. 7 Effect of pressure on the heat transfer coefficient at G = 190 
kg/m2s and qf = 3.15 kW/m2, q£ = 31,5 kW/m2 

are shown in Figs. 4-7. For any particular test run there was 
some scatter in the data. For example, on Fig. 5 the heat 
transfer coefficient is not a smoothly increasing curve; this is a 
result of usual experimental scatter in boiling experiments and 
tends to be more pronounced at the higher heat fluxes. (Row 
No. 1 was at the bottom of the tube bundle.) The trends in the 
data were more similar to the results of Grant et al. (1983) or 
Polley et al. (1980) than those of Leong and Cornwell (1979): 
The increase in the heat transfer coefficient from the bottom 
to the top of the bundle usually was small—in the order of 
5-25 percent; only at low mass velocities and heat fluxes did 
the increase in the heat transfer coefficient at the top of the 
bundle approach a factor of two or three greater than that at 
the bottom of the bundle. 

As shown in Fig. 4, the heat transfer coefficient is relatively 
constant across the tube bundle for the given flow conditions 
at the low heat flux. The effect of the mass velocity is to in
crease the heat transfer coefficient by a factor up to about 2.4. 
As the heat flux increases, changes in the mass velocity have 
much less effect. We can speculate that this behavior indicates 
a tradeoff between convective effects and nucleation effects. 
At the higher heat flux nucleation effects apparently 
dominate, thus causing a much smaller spread in the data than 
at the lower heat flux, even though there is a large change in 
mass velocity in both cases. At the higher heat flux can also be 
seen the minor effect quality has on the heat transfer coeffi
cient. At G = 290 kg/m2s and q" = 37.8 kW/m2 , between Row 
1 and Row 27, the quality increases to 28 percent, but the heat 
transfer coefficient increases by only 40 percent. Figure 5, 
which is similar to Fig. 4 but is at a higher pressure, shows that 
the convective effects are less important at low andhigh heat 

fluxes and that nucleation effects seemingly are dominant. 
Again, the effect of changing quality on the heat transfer coef
ficient was minor. 

The effect of heat flux on the heat transfer coefficient is 
shown in Fig. 6. For both low and high mass velocities the heat 
transfer coefficient increases significantly with increasing heat 
flux. At the lower mass velocity and heat fluxes is noted an ap
parent shift from convective effects being important to nuclea
tion effects becoming dominant. At the lower two heat fluxes, 
the heat transfer coefficient increases by about a factor of 
three from the bottom to the top of the bundle. It would ap
pear that the convective effects due to increased quality in the 
higher portions of the bundle play a significant role in the 
enhancement of the heat transfer coefficient. However, as the 
heat flux increases, nucleation becomes dominant as evi
denced by only modest increases in the heat transfer coeffi
cient between the bottom and top of the bundle, and the con
vective effects due to increased quality (thus increasing fluid 
velocity) are insufficient to overcome the nucleation effects. 
This is further indicated by the higher mass velocity data, 
which show a relatively constant heat transfer coefficient 
across the tube bundle. 

Figure 7 shows the effect of pressure on the heat transfer 
coefficient. As can be seen the effect of pressure becomes im
portant at the higher heat fluxes. The trend in the higher heat 
flux data is the same as with pool boiling data; the heat 
transfer coefficient increases with increasing pressure. 
However, at the lower heat fluxes, the data act in a peculiar 
manner. For all of the data, at the lowest heat fluxes the lower 
pressure heat transfer coefficients were larger than the higher 
pressure heat transfer coefficients. As the heat flux increased, 
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the data reversed positions and the usual behavior was 
observed. Wege and Jensen (1984) noted this same 
phenomenon when studying a single horizontal tube in both a 
saturated liquid and a two-phase crossflow. They suggested 
that at low heat fluxes for a fixed mass velocity there appeared 
to be a tradeoff between an increase in the heat transfer coeffi
cient due to increasing pressure and a decrease in the heat 
transfer coefficient due to the decreased flow velocity caused 
by the increased fluid density that accompanies the increase in 
pressure. Apparently a similar tradeoff is occurring in the tube 
bundle. 

Three factors could be responsible for the qualitative dif
ferences between the present data and the data of Leong and 
Cornwell (1979), which were obtained in a simulated kettle 
reboiler. Their data showed up to a factor of eight increase in 
the heat transfer coefficient between the bottom and top tube 
rows. First, the bottom center tubes were in an area of the 
bundle where the flow is very restricted. Hence, the boiling 
behavior would be more similar to a pool boiling situation 
rather than one in which there is a strong flow across the bun
dle such as in the present experiment. Second, because of in
flow from the sides, the mass velocity past the tubes in the up
per center column could be increasing. As shown in this study, 
mass velocity can have a strong effect on the heat transfer 
coefficient. Third, there could be an outflow from the center 
column such that the remaining two-phase flow has a relative
ly high quality, the liquid film on the tubes is very thin, and 
the heat transfer behavior is similar to a thin-film evaporator 
with its very high heat transfer coefficients. Because the local 
mass velocity and quality are unknown throughout the tube 
bundle in Leong and Cornwell (1979), no speculation as to the 
effect of quality can be made. 

As an initial attempt to predict the local forced convective 
boiling heat transfer coefficients, a Chen-type correlation was 
used (equation (2)): 

hTP=Fhcom + ShNB (2) 

Chen (1963) showed that the two-phase Reynolds number fac
tor F could be described with a two-phase friction multiplier 
through the use of a momentum analogy. Using this analogy 
for the present case of flow through a tube bundle, the follow
ing expression for Fcan be developed: 

F= ($y»'y->» (3) 

where m is the Reynolds number exponent in the single-phase 
convective heat transfer correlation (equation (1)), n is the 
Reynolds number exponent in the single-phase friction factor 
in a Blasius-type correlation for the tube bundle., and <f>l is the 
liquid-only two-phase friction multiplier. For this tube bundle 
with/=C"Re~\ « = 0.674 for 2000<Re<7000 and « = 0.191 
for 7000< Re< 20,000. 

From a study by Schrage et al. (1988), the void fraction and 
two-phase friction multiplier have been developed for this test 
section; in the prediction of the total pressure drop from the 
present tests, the average absolute deviation between the 
predictions and the experimental data was 9.8 percent. Hence, 
the Schrage et al. two-phase friction multiplier can be used 
with confidence in equation (3). The liquid-only two-phase 
friction multiplier was 

<j>l=l + C/Xll + Cs/xl 

C=ClFrCHnXll + CiFrC" ( ) 

where X// = (((1 -x)/x)ls (j>g/pL) (nL/ixg)
0-2)0-5. The values of 

C, through C5 are given in Table 1 and depend on the flow 
pattern. 

The single-phase heat transfer coefficient hcom was 
calculated with equation (1). The Reynolds number was 
evaluated as if the liquid was flowing alone in the bundle, the 
mass velocity was based on the minimum flow area, and the 
characteristic length was the tube diameter. 

Table 1 Coefficients in two-phase friction multiplier correla
tion (equation (4)) 

Flow pattern 

Ci 

c2 c3 C4 

c5 

Spray 

0.253 
-1 .50 
12.4 
0.207 
0.205 

Slug 

2.18 
-0.643 
11.6 
0.233 
1.09 

Bubble 

0.036 
1.51 
7.79 

-0.057 
0.774 

if B>F{ Spray 
if B<F{ and B<F2 Slug 
if B<Fl and B>F2 Bubble 

where Fl = 0.678,4 °-354 

F2 = 1.8&4-1-93 

A = ul(pL/»L)yn/o, s2/mkg1/3 

B = ut(Pg/pL)W2, m/s 

he,p(kW/m2K) 

Fig. 6 Comparison of the present local data to the local predictions us
ing equations (1)-(5) 

The suppression factor S was evaluated with an expression 
developed by Bennett et al. (1980) for downflow in a tube bun
dle during thin film evaporation 

S= (kL/FhcomY0)(l-exp(-FhconvY0/kL)) (5) 

where Y0 = 0.041 {a/g{pL-Pi)°-5. The effect of the bundle 
geometry on S is taken into account through the use of / j c o n v . 

The nucleate pool boiling heat transfer coefficient was 
evaluated through the use of a simple power curve fit 
{hNB=Aq"B) of the pool boiling data taken with the present 
apparatus. Each pressure was fit individually. It was felt that 
this procedure was more representative of this test section's 
characteristics than trying to use either the Forster-Zuber cor
relation or the Stephan-Abdelsalam correlation. 

In all, 1540 data points from individual tubes covering a 
wide range of operating conditions were compared to the local 
predictions obtained with equation (2). Using the Schrage et 
al. (1988) model for 4>\ the local heat transfer coefficients were 
predicted 23.1 percent high on the average. The scatter around 
this average was ±15.9 percent. A scatter plot of the data is 
shown in Fig. 8. Generally, the predictions were better at the 
higher heat fluxes. It should be noted that the range of the 
Martinelli parameter for this experiment was generally from 
0.85 to 100 (a few data had higher and lower values). There are 
other two-phase friction multipliers in the literature (e.g., 
Ishihara et al., 1980; Chisholm, 1983), but those did not 
predict the present pressure drop data well. Hwang and Yao 
(1986) have developed a similar prediction scheme for the heat 
transfer coefficient and used an estimated F factor, based on a 
suggestion by Polley et al. (1980), for use in a modified Chen 
correlation. Using information from these three studies, the 
present heat transfer coefficients were again predicted. All of 
the predictions were high, with results similar to those ob
tained with the Schrage et al. (1988) two-phase friction 
multiplier. 
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Hwang and Yao (1986) concluded that a Chen-type correla
tion can be used to obtain reasonable results for predictions of 
the two-phase heat transfer coefficient. However, even though 
their predictions generally were within ±20 percent of their 
data, there is no assurance that their predictions are an ac
curate test of the general applicability of a modified Chen cor
relation for use in tube bundles. This is because of their use of 
an F factor that was not developed specifically for their test-
section geometry. The present predictions used an F factor 
developed specifically for the present geometry and were high. 
We conclude that while the basic form of the Chen-type cor
relation is applicable to crossflow in tube bundles, the method 
of determining the F and S factors requires more work; apply
ing Chen's approach exactly as he did for in-tube flow does 
not work for crossflow. 

The slightly different conclusions drawn by Hwang and Yao 
(1986) and the present study may be a result of the different 
geometries used. The present tube bundle had a/?/*/= 1.30; 
Hwang and Yao used p/d= 1.5. With smaller p/d ratios, less 
of the tube circumference will be swept by the two-phase flow. 
For many flow conditions in the present experiments, the heat 
transfer coefficients at the two sides were 10-15 percent higher 
than the tube average heat transfer coefficient; the bottom of 
the tube had the next highest heat transfer coefficients; and 
the top had the lowest heat transfer coefficient. This distribu
tion is consistent with those locations that are swept most 
vigorously with flowing fluid: The sides are exposed to the 
forced convective flow and the bottom is swept by vapor 
generated at the next lower tube. The Chen-type correlations 
are based on the assumption that the whole heated surface is 
swept by the flow. This is clearly not the case in tube bundles. 
Part of the tube is shielded from the flow. As p/d increases 
more of the tube surface should be swept, but on the 
downstream side there will (probably) always be a relatively 
unswept area. Hence, it appears that modifying the Chen cor
relation as was done in this paper and in Hwang and Yao 
(1986) is insufficient to predict the heat transfer coefficient ac
curately. Account must be taken of the areas that are and are 
not swept by the flow. 

Conclusions 

An experimental investigation has been performed to 
evaluate the effect of mass velocity, heat flux, quality, and 
pressure level on the boiling heat transfer coefficient in a tube 
bundle. Except at low heat fluxes and mass velocities, there 
was only a modest increase in the heat transfer coefficient 
from the bottom tube row to the top tube row. Mass velocity 
and heat flux had the strongest influence on the heat transfer 
coefficient while the effect of quality generally was minor. As 
in pool boiling, the heat transfer coefficient increased with 
pressure. It was concluded that a Chen-type correlation is ap
plicable to crossflow in tube bundles but that better methods 
of evaluating the F and S factors are required. 
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Forced Condensation in a Tube 
With Suction at the Wall for 
Microgravitational Applications 
The condensation of vapor within a tube is examined for a tube wall that has a con
stant temperature and uniform suction in a microgravitational environment. The 
motion of the condensate is due to the interfacial shear between the vapor and the 
liquid as well as the suction at the wall. The decrease in the vapor flow rate due to 
condensation has been taken into account. The governing boundary layer momen
tum and energy equations have been solved by approximating the convective and in-
ertial terms. It is concluded that simultaneous suction and vapor shear can effective
ly drain the condensate to ensure the continuous operation of space condensers. 

Introduction 
Future space missions envision the need for high-

performance condensers that can perform at an order of 
magnitude better than the present technology allows. 
Stringent requirements on weight, heat transfer, and compact
ness prevent complex designs. Four methods for removing 
condensate in a microgravitational environment have been 
recommended. These are: vapor shear (Cess, 1960; Koh, 1962; 
Shekriladze and Gomelauri, 1966; Chow and Parish, 1986; 
Faghri and Chow, 1987), suction through a porous wall 
(Frankel and Bankoff, 1965), centrifugal force (Sparrow and 
Gregg, 1959), and capillary force (McEver and Hwangbo, 
1983). Both vapor shear and suction through a porous wall 
reduce the liquid film thickness and thereby increase the heat 
transfer rate significantly. The mechanics of condensation 
with vapor shear has been addressed analytically in the past 
for various geometries (Cess, 1960; Koh, 1962; Shekriladze 
and Gomelauri, 1966; Chow and Parish, 1986; Faghri and 
Chow, 1987; Dobran and Thorsen, 1980). It has been shown 
that vapor shear can ensure continuous condensation in the 
absence of a gravitational force. The removal of the liquid 
film in a condensation process by suction through a porous 
tube has also been investigated by Frankel and Bankoff (1965) 
for vapor flowing outside of a horizontal tube. 

It is essential to have very effective condensers for space ap
plications. It is, therefore, logical to consider the potential of 
using the combination of vapor shear and suction at the wall 
for the removal of the condensate. The purpose of the present 
paper is to investigate laminar film condensation inside a tube 
when no body force is present, the curvature of the film is 
neglected, and the motion of the liquid film results from the 
sweeping effect of the vapor and the suction at the wail of the 
tube. 

One expects to use an annular configuration to overcome 
the difficulty associated with providing for the flow of con
densate through a porous wall, while at the same time pro
viding a conduction path other than the condensate removal 
system, whereby heat can be transferred to the coolant. In the 
system shown in Fig. 1, steam flows through a porous pipe 
and cooling water flows through the annular region between a 
solid outer pipe and the porous inner pipe. The steam con
denses onto the inner pipe because the cooling water keeps the 
temperature of the inner pipe lower than the steam. The con
densate is driven through the porous pipe by a pressure dif
ference between the steam and the coolant. The condensate 
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mixes with the cooling water in the jacket and is swept away to 
a heat exchanger, where it is recycled to pass through the an-
nulus again. 

The Nusselt analysis for laminar film condensation -is ex
tended for flow inside of a tube with a constant-temperature 
porous wall. The decrease in the shear stress due to condensa
tion is considered. A numerical solution is derived and the 
results given are the film thickness and the Reynolds number 
of the vapor in terms of Reynolds numbers for radial suction 
at the wall. By changing the radial Reynolds number at the 
wall or by alternating the properties of the fluid, the limiting 
situations were attained in the prediction of the film thickness 
and the vapor Reynolds number. These analyses neglect the ef
fect of ripples at the interface, about which there is no infor
mation for a microgravitational environment. This may, 
however, be an important factor (Faghri and Seban, 1985). 
The analysis, nevertheless, gives an insight into the physical 
phenomenon and illustrates the effects of various parameters 
that are considered. 

Analysis 
The purpose of this analysis is to investigate the effect of 

suction on the condensation of a vapor flowing inside a tube in 
a microgravitational environment. If the properties of the 
fluid are assumed to be constant and the curvature of the tube 
is neglected by assuming the liquid layer is thin relative to the 
radius of the pipe, the'nondimensional momentum and energy 
equations for invariant axial temperature and v-v„ and u 
du/dx < < vw du/dy within the thin boundary layer are 

Jut 
dy* 

dT* 

- = - P r , 
d2uj 
dy*2 

d2T* 

(1) 

(2) 
dy* dy*2 

where v is constant from the continuity equation and the non-
dimensional variables are specified as 

V / A / , V , W , ' / V ^ , V . W . V V / / , v . - A / V . V / / . 7 \ 

Vw y—Porous wall \ , To heal 

Liquid 
fiSm 

, , ^ Porous wall Vw — 7 - - e x c h 

^ A ' A v W . ^ V A ' . ^ W . V \ V \ - A A - . V , V A ^ ' A A > v / 

Fig. 1 Model ol the condensation process 
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r=-
-yvH T* 

T—T 

The inertial effects and the convective effects are approx
imated in equations (1) and (2), and the results are the asymp
totic behavior of the conservation of momentum and energy 
equations as P ^ —oo. 

A momentum balance for the vapor indicates a relation be
tween the pressure d rop and the interfacial shear stress. As 
shown in the paper by Spendel (1984), the pressure d rop is in
significant in comparison with the interfacial shear stress for 
condensation inside a wickless gravity-assisted thermosyphon. 
The boundary conditions for cocurrent flow, uniform wall 
temperature, and uniform suction at the wall are: u* = T* = 
0 at the wall, while T* = 1 at the interface. Two additional 
boundary conditions are necessary. Across the l iquid-vapor 
interface, the interfacial shear stress is specified and an energy 
balance is made. The general solution of equation (1) by in
tegration over 0 < y* < 5*, where 5* is the dimensionless 
boundary layer thickness — vw8/aL, is 

-APr .{eiitU} (3) 

At the l iquid-vapor interface, y* = 8*, the dimensionless shear 
stress N2 = TbaL/fxLv1

v/ is specified and therefore the constant 
in equation (3) is A = N2e

ls /Prz.l. The temperature distribution 
can also be calculated by integrating equation (2) twice and ap
plying the appropriate boundary specifications 

r * = - ^ — (4) 
e~ s - 1 

Under steady-state conditions and by neglecting the vapor 
temperature gradient, an energy balance at the l iquid-vapor 
interface indicates that the latent heat liberated at the interface 
must equal the heat conducted away from the interface on the 
liquid side, that is 

ph*{v«-i\luM=-K-
dT_ 

~dy y = 6 
(5) 

Equation (5) reduces to the following dimensionless form 
upon letting Nr = Cp(Ts — Tw)/hfg and x* = —xvw/aL: 

• 8 * d r 
N7 

1 
1 (6) 

The left-hand side of expression (6) can be calculated using 
equation (3). The resulting expression is 

dx* 
(7) 

where 

* , = -
iV 2Pri 

{e[-£-U£--l} 
and 

el PrL . 

<t>2=NT H 

(8) 

(9) 

The dimensionless thickness of the liquid layer 5* is a function 
of x* and the integration of equation (7) specifies this 
variation. 

The mass flow rate of the vapor is related to the mass flow 
rate of the condensate, with the inclusion of the suction term. 
This conservation of mass yields a relationship between the 
Reynolds number of the liquid and the Reynolds number of 
the vapor along the pipe. 

Re„,e-Re„ (10) 

where Rev = uvDh/vv and ReL = A\^pLuLdy/tiL=A<j>l/VrL, 

The above expression also indicates the availability of suffi
cient vapor for the condensation process. 

The shear stress at the interface is due to the friction be
tween the liquid and the vapor plus the momentum gain of the 
liquid from condensation of the faster-moving vapor onto the 
slower-moving liquid and is given in dimensionless form 
N2 = TSaL/[iLvl, by the following relation: 

N, -f Pv 1 

PL Pr, 
- ( « ; • -uhf 

NT 

F̂ rT 1 
-(«;-«!,*) (ID 

where u* = -Revvv/RewvL with Re„, = Dhvvl/vL as the 
radial Reynolds number at the wall and 

;=-N2e
p< L p r 

— 0 

jV^-i] 
specifies the dimensionless axial velocity of the liquid at the in
terface. It should be noted that a linear temperature distribu
tion is assumed in the liquid and the effect of the vapor 
temperature variation is neglected. For laminar flow of the 
vapor (Re„ < 2300) the frictional coefficient is given by 

r. 8 
(12) 

Re„ 

For horizontal , turbulent flow of the vapor (Re„>2300) , 
Henstock and Hanra t ty (1976) recommend that the friction 
factor for a smooth-walled tube be multiplied by an additional 
factor F. This factor is based on the average shear stress 

A = constant used in equation (3) 
Cf = friction coefficient = 

(2r6)(p„«2) 
Cp = specific heat of liquid 
D = diameter 
hx = local heat transfer coefficient 

hjg = latent heat of vaporization 
K = thermal conductivity 

mv = mass flow rate of vapor 
NT = J akob number = 

Cp(Ts-Tw)/hfg 
N2 = dimensionless shear stress = 

T(,aL/ixLv2
w 

Nu = Nusselt number = hxD/K 
Pr = Prandt l number = via 

Re„ 

Re,. 

Re, 

T 
u, v 

x,y 
a 
8 
V-
V 

P 

= vapor Reynolds number = 
uvDh/vv 

= liquid Reynolds number = 
AiiL8/vL 

= wall Reynolds number = 
Dhv„/pL 

= temperature 
= velocity components along x, 

y 
= rectangular coordinates 
= thermal diffusivity 
= film thickness 
= dynamic viscosity 
= kinematic viscosity 
= density 

T = shear stress 

Subscripts 

e = entrance to the pipe 
h = hydraulic 
L = liquid 
5 = saturation 
v = vapor 

w = wall 
5 = at l iquid-vapor interface 

Superscripts 
* = nondimensional parameter 

+ = ' normalized parameter 
- = mean value 
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around the circumference of the annular flow. The recom
mended correlation is 

= 0.023 Re,; [1+850 FJ (13) 

where 

* • 

F=-

V-L 

and 

Re?, 

¥ = {(0.707Re?,-5)2-5 + (0.0379Re?,-9)2 

A similar specification has been used in the past for interfacial 
shear by Seban and Hodgson (1982) and Seban and Faghri 
(1984) for condensation inside vertical tubes. 

The local heat transfer coefficient hx is given in terms of the 
Nusselt number by the following expression: 

hxDh + l ] - , Pr L Re v v (14) 

With the assumption of 8*/PvL < < 1 and constant N2, the 
variables <j>l and 4>2 can be approximated by the following 
relationships: 

and 

NT 

~8*~ 

(15) 

(16) 

Substitution of equations (15) and (16) into equation (7) yields 

, d8* 8* 

'dx*~ + ~Jf2~ (17) 

The solution of equation (17) noting that 5* = 0 at x* = 0 gives 

x*=-—N28*2- •AUVTS*+iV,M-ln 
NT 

NT 

(18) 

The model approximating the analytical solution of equation 
(18) can be considered as condensation along a horizontal 
porous plate of infinite width and length such that vapor flows 
along the plate with the coefficient of friction being inde
pendent of length. The above problem is governed by the 
following parameters: NT, PrL, nL/fiv, pL/pv, Rew, Re„iC. 

Calculations 

Choose an initial small So with a n initial mass flow rate of 
vapor at the inlet, which specifies the initial value of Re^ = 
Amv/-KDjx0. Obtain a first guess for 7V2 by using equation (11) 
and neglecting the shear stress induced by mass transfer. Then 
solve for <j>1 using equation (8). Solve again for N2 using 4>1 to 
find ReL and Cf. Find <j>1 again and continue iterating between 
<j>i and N2 until N2 converges to within 0.5 percent of the 
previous value. Once <t>{ is obtained for the initial step, solve 
for x* using equation (18). From this time on the solution is 
made in the following way: 

1. A small increment for 5* is selected in order to define 
the next downstream value of <5*, which is 5*. 

2. Using the last value obtained for N2 solve for #, . Using 
the last value obtained for x*, solve for Re„ using equation 
(10). Now find a new value for N2 in order to solve for a new 
*. . 

3. With the new </>, and the 4>i for the previous converged 
value of x* solve for the increment Ax* using the following 
equation: 

Fig. 2 The variation of 5 + along the tube for Re, = 5000 

O Nt-Q.02797, Rew~-0.79 
A Nt=0.0559, Rew=-0.79 

+ !i!5?-P.?7Aile.virz5i? 
X m=0.0559, Rew=-5,0 
O NI=0.02797,Rew=0.0, Chow (1986) 

B W=O0559, Rew=_-U 
X Nt=0.0279. Rew=-1.6 

100 120 

Fig. 3 The variation of & + along the lube for Re , e = 50,000 

Ax*=-

<t>i 

(19) 

i , +,?2 

The new value of x* along with <f>, is used to find Re^. This 
iteration procedure continues until Ax* is within 0.5 percent of 
the previous value. 

4. Increase 8* by another increment as in step (1) and in 
general the process is repeated until complete condensation or 
dKeL/dx* = 0. 

The accuracy of the numerical solution was checked by 
varying the grid spacing systematically and the results for dif
ferent grid sizes were compared to the extrapolated results of 
an infinitesimal grid spacing. A number of different uniform 
incremental film thickness spacings were chosen to test the 
convergence of the solution. The final incremental film 
thickness (A5*) was 0.0005. The maximum deviation between 
this incremental film thickness and of 0.001 was less than 1 
percent. 

Results 

Calculations were carried out by the above procedure for 
steam condensing at one atmosphere. Wall temperatures of 
85°C and 70°C were considered. The liquid properties were 
calculated at the film temperature using the average of the wall 
temperature and the vapor temperature of 100"C. These 
specifications were chosen to facilitate comparison of the 
numerical results with those obtained by Chow and Parish 
(1986) for no suction. The normalized film thickness 5+ = 
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g/jrj _ _ 5VRe„,PrL is plotted as a function of the normalized 
axial distance x+ = x/D = -xVRe^Pr^ for Re„,c = 5000 
and Re„(, = 50,000. These new normalized variables are 
chosen for the presentation of the results to eliminate the suc
tion velocity from the dimensionless variables and thus reveal 
the effect of the Reynolds number for suction at the wall on 
the film thickness along the tube. Furthermore, the Nusselt 
number expression given by equation (14) is approximated by 
1/6+, provided that 5* << 1, which is always true for the 
variation of the parameters in the range of practical interest. 

Figures 2 and 3 show the variation of the normalized film 
thickness with the normalized axial distance for Reynolds 
numbers of the vapor at the inlet of 5000 and 50,000. The two 
specifications of properties NT = 0.02797 and NT = 0.0559 
correspond to 7̂  — Tw = 15°C and 30°C, respectively. Three 
Reynolds numbers for suction at the wall of -0.79, -1.6, 
and - 5.0 were also specified. The numerical results for all of 
the cases are presented up to a point before the steam is com
pletely condensed because of the inaccuracies of the numerical 
results that are due to the end effects. Therefore, it should be 
noted that the final x+ in Figs. 2 and 3 for each case does not 
present the required length for the complete condensation of 
the steam. These numerical results show the important effect 
of suction in the condensation process in a microgravitational 
environment for a given pipe length (at a given x+) by increas
ing the overall heat transfer coefficient. 

From the plots, increased rates of heat transfer are seen to 
be possible by the use of suction. This is clearly due to the 
reduction in the film thickness. Increases are small for small 
values of the Reynolds number for suction at the wall but 
become more significant when greater amounts of the conden
sate are extracted from the tube. This conclusion is in agree
ment with the results obtained by Frankel and Bankoff (1965) 
for condensation onto a horizontal tube under normal gravity 
when the condensate is drained into the tube. 

The vapor condenses much faster in pipes with suction than 
with no suction at the wall for the same Reynolds number of 
the vapor at the inlet. This translates to a much shorter con
denser length if suction is used. The heat transfer coefficient is 
greatest for small values ofNT, which is in agreement with the 
results previously given for no suction (Chow and Parish, 
1986) as well as the classical Nusselt solution. Therefore, 
higher heat transfer coefficients can be obtained by increasing 
suction or decreasing NT, which corresponds to a lower 
Ts — Tw or a higher latent heat of vaporization. It should be 
emphasized that these increases in heat transfer by suction can 
be obtained with a suction velocity vw of the order of 10~5 

m/s. It is not surprising that the film thicknesses for the same 
axial distance and a given pipe diameter are much smaller for 
higher Reynolds numbers of the vapor at the inlet because of 
the increase in the mass flow rate of the vapor. 

Conclusions 

The Nusselt analysis of film condensation was extended to 
condensation of a vapor flowing inside a porous tube with a 
uniform suction velocity at the wall when no body force is 
present. Simplified equations were solved numerically in
cluding the effect of the variation of the interfacial drag along 
the tube. It is concluded that the combination of suction and 
vapor shear can effectively drain the condensate to ensure the 
continuous operation of condensers for space applications. 
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Asymmetric Scaled Equation of 
State and Critical Behavior of 
Binary Mixtures 
An equation of state for binary mixtures, accounting for the asymmetry with respect 
to the critical isochore in the wide neighborhood of the liquid-gas critical line, has 
been obtained on the basis of the isomorphic scaled free energy of mixtures and the 
extended scaled equation of state for pure fluids. Universal behavior of critical, 
binary mixtures is demonstrated. The universal function is used for the description 
of experimental heat capacity data for a number of binary mixtures. 

Introduction 

In recent years great success has been achieved toward 
describing critical phenomena in fluids. According to the scal
ing theory of critical behavior, the physical properties that de
pend upon temperature and density in the vicinity of a critical 
point are described by simple power laws (Wilson and Kogut, 
1974; Patashinskii and Porkrovskii, 1979). Critical exponents 
are universal constants for all simple fluids and their mixtures. 
The theory, using renormalization group methods, made it 
possible not only to calculate the values of the critical ex
ponents but also to obtain an equation of state. However, the 
scaled equation of state has been rigorously obtained only for 
systems with isolated points (two independent thermodynamic 
variables). Such a point is the liquid-gas critical point of a 
one-component fluid. In binary solutions, there is a line of 
liquid-gas critical points. The application of scaling theory to 
these more complex systems is being solved on the basis of the 
isomorphism hypothesis (Fisher, 1968; Griffiths and Wheeler, 
1970; Anisimov et al., 1971; Leung and Griffiths, 1973). Ac
cording to this hypothesis, the equation of state, when adding 
a new thermodynamic variable (a generalized "density"), con
serves the universal form if a "field" conjugate to the "densi
ty" is fixed. For a binary solution in the vicinity of the 
liquid-gas critical points, this means that the form of the ther
modynamic potential remains the same as for a pure fluid if 
the chemical potential of the component is fixed. 

The main result of such an approach is renormalization of 
the critical exponents in a binary mixture if the experiment is 
carried out at a constant concentration. Thus, for example, 
the isochoric heat capacity of a mixture at the constant con
centration x = N2/(N, +N2) on the critical isochore does not 
diverge at the critical point, since the renormalization of the 
critical exponent of the heat capacity takes place. The isomor
phism hypothesis and the scaled equation of state basically 
describe the critical behavior of binary mixtures. However (as 
recently performed calculations show (Anisimov et al., 1982)) 
the accuracy and the range of the description, even for one-
component fluids, are greatly influenced by the asymmetry of 
a fluid with respect to the critical isochore. In this paper an 
equation of state for binary mixtures, taking into account such 
an asymmetry in the vicinity of the liquid-gas critical points of 
binary mixtures, is obtained on the basis of the isomorphous 
equation for mixtures (Anisimov et al., 1982) and an extended 
scaled equation of state for real fluids (Sengers and Levelt 
Sengers, 1986; Kiselev, 1986). An explicit form of the univer
sal part of the thermodynamic potential of a binary mixture is 
obtained. The equations obtained have been used in describing 
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the isochoric heat capacity of a number of binary mixtures in 
the critical region. 

Scaled Equation of State 

The free energy per mole of a binary mixture, as a function 
of the chemical potential 

( dF\ 
* = to-H={-tor)Tj, C1) 

(^ and it2 are the chemical potentials of the components) is 

F*(T,p,lx)=F(T,p,x)-nx(T,p,n) (2) 

where F(T, p, x) is the free energy of a mixture, which is a 
function of the concentration. According to the isomorphism 
hypothesis (Anisimov et al., 1971), F*(T, p, /*) has the same 
dependence on temperature and density as the free energy of a 
one-component fluid. Incidentally, one assumes (Anisimov et 
al., 1973; Anisimov et al., 1982) that the critical values of 
temperature, density, pressure, and all the other nonuniversal 
constants in the free energy F*(T, p, n) are analytical func
tions of the chemical potential, and consequently they may be 
represented in a series of /*. However, this does not appear to 
be convenient in practice since when the solution concentra
tion x changes from x = 0 to x = 1 the value of the chemical 
potential ^ varies from - oo to + oo, which leads to divergence 
of the series. To avoid these difficulties one should change the 
variable fi to a new one, as follows: 

x = exp(n/RT0)/[l + exp(n/RT0)] (3) 

where R is the gas constant and T0 is the characteristic 
temperature of a solution (e.g., critical temperature of a com
ponent). It can be seen from the correlation given by equation 
(3) that when p, changes from - oo to + oo, x varies from x = 0 
to x= 1, similar to the mixture concentration. Incidentally, the 
isomorphic behavior is determined by the condition ^ = const 
as usual. This is equivalent to the condition x= const. 
Therefore in the free energy equation (2), we put the value x 
instead of /j, everywhere. 

If we assume the scaled form proposed by Kiselev (1986) for 
the free energy of a pure fluid, the isomorphous energy per 
mole of a binary solution is 

F*(T, p, x) •• 
1 

t(r,B,x)+F0{T,p,x) (4) 

Here the polar variables r and 6 are related to the dimen-
sionless temperature r(x) = [T— Tc(x)]/Tc(x) and density 
Ap(x) = [p—pc (x)]/pc (x) by the correlations 

T = r(l-b262) (5a) 

Ap = kr',d-B3T (5b) 
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The extended scaling function \j/(r, 6) has the form (Kiselev, 
1986; Anisimov et al., 1985) 

i>(r, 8) = iLM(r, 6) + iNA (r,d) + iAS(r, d) (6) 

where the first item can be determined by the Linear Model 
(LM) of the equation of state (see, e.g., Anisimov et al., 1985) 

1 ak r ? f 20 (6* -1 ) 
+LM(r, 0) 2 b2 

2j8(27-l) 
(\-b2e2) 

L 2 - a 

1-2(3 
(\-b292)2 (la) 

7(1 -7 ) a. 

the second item is related to the scaling nonasymptotic (NA) 
terms 

4>NA(r,6) = 
1 ck 7 —A 

1 - a + A l_2-a + A 

-(l-2j3)Z?202l (lb) 

and the third item accounts for the asymmetry (AS) of a real 
fluid with respect to the critical isochore 

tAS(r, e)=kr2-r+i'3-'d{d+ — [f-2d(e-(3)]b2d2 

+ \ „ W \d(e-m-2P) 
5/3-e L 

+ - i - [/-2tf(e-/3)](e-3/3)]&404] (7c) 

Here 7, a, and /3 are the critical exponents of the isomorphous 
susceptibility KT^ heat capacity CVjfl, and the coexistence 
curve in the isomorphous variables 

Ap(x) = ±B0b-l<3±B1 I T I " + A + S 2 I T I ' - ^ + SS ITI (8) 

where A is Wegner's critical exponent. According to the theory 
all the critical exponents are universal, in addition: 
62 = (7-2/3)/7(l-2/3) and e = 2y + 3/3-1 are also universal 

constants; k = B0(b
2-l)P and the parameters a, c, d, f, B0, 

Blt B2, and B3 are related to the individual properties of a 
fluid and generally are analytical functions of x. The regular 
part of the free energy F0(T, p, x) is an analytical function of 
temperature, density, and the chemical potential, which at 
x = const has the form of the corresponding function for a 
pure fluid (Anisimov et al., 1985) 

FQ(T,p)-- l-Pc+flT+f2T
2] + m0 + mlT + m2T

2 
(9) 

For a mixture Pc (x) is a critical pressure and the parameters 
fi,f2, m0, mx, and m2 are analytical functions of x. The 
system of equations (4)-(9) contains the immeasurable 
variable x. The real experiment in the vicinity of the gas-liquid 
critical points is carried out at the fixed concentration x and 
not at constant x. To calculate the actually measured ther
modynamic values (at x= const) equations (4)-(9) should be 
supplemented by the thermodynamic definition of a concen
tration 

V dp J T,P \ dx / T,P 

where F*=F*(T, p, x)/RT0 is the dimensionless free energy 
of a solution. Equation (10), taking account of equations (7) 
and (9), enables us to perform a transformation from the sur
face x = const (n = const) to x = const at every fixed value of 
density and temperature. Then we can represent all the 
nonuniversal constants in the form of a series of x, demanding 
x = x not only at x = 0 and x= 1 also everwhere on the critical 
line (T= Tc(x), p=pc(x)). These requirements put the addi
tional restriction on the constants tn0 and m 
part of the free energy given by equation (9). 

From equation (10), incorporating equations (4)-(9), we ob 
tain 

0 cum m, in the regular 

= jRT0ln(l-Jc) 

Tc (dTc\ -' dPc 

~dx~ 
/ 1 

Pc(x) 

(ID 

(12) 

N o m e n c l a t u r e 

a = 

A = 

b = 

B0, Bu B2, B3 -

C = 

d = 

e = 

f = 

f\'fi — 

parameter of 
Linear Model 
critical amplitude 
of the isomorphic 
isochoric heat 
capacity Cv„ 
combination of 
critical exponents 
nonuniversal 
parameters of 
equation of state 
parameter of 
Linear Model 
isochoric heat 
capacity of a mix
ture at constant x 
nonuniversal 
parameter of equa
tion of state 
combination of 
critical exponents 
nonuniversal 
parameter of equa
tion of state 
parameters of 
regular part of 
free energy 

P(n, 

y,yi 

F 

F* 

Fo 

k 

m2 

P 
m) 

r 

R 
T 
w 

X 

yi 

= Helmholtz free 
energy per mole 

= free energy as a 
function of n 

= regular part of the 
free energy 

= parameter of the 
Linear Model 

= parameters of the 
regular part of the 
free energy 

= pressure 
= Pade function 
= variable of the 

Linear Model of 
the equation of 
state 

= gas constant 
= temperature 
= combination of 

critical constants 
= molar 

concentration 
= combinations of 

critical exponents 

a, P, 7, A 

6 

Mi 

M2 

€, I $1 

p 
* s . * i s 

lAo» V'. ti 

Subscripts 
c 

= universal critical 
exponents 

= variable of the 
Linear Model of 
the equation of 
state 

= chemical potential 
of a solvent 

= chemical potential 
of a second com
ponent /x = /x2-Mi 

= combinations of 
critical exponents 

= density 
= universal functions 

of the scaled equa
tion of state for 
mixtures 

= scaled variables of 
the equation of 
state for mixtures 

= critical parameter 
of mixture 
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Here and further the tilde symbol above the letter means 
dimensionless values: 

pc=pc(x)/Po, fc = Tc(x)/T0, Pc=Pc(x)/RT0 

pc, fc, and Pc are the dimensionless critical density, 
temperature, and pressure, respectively, and p0 is the 
characteristic density (for example, p0 may be the critical den
sity of the first component). Equations (11) and (12) imply 
that x=x along the critical line and the functions Tc(x), 
Pc(x), and pc(x) coincide with Tc(x), Pc(x), and pc(x). 
Since dependence of the critical temperature, density, and 
pressure on concentration is determined by independent ex
periments, one can consider the functions Tc = Tc(x), 
pc=pc(x), and Pc = Pc(x) to be known. Furthermore, the 
parameters a, c, d,f, m2, B0, and B3 can be represented in a 
first approximation as linear functions of x: 

k(x)=k1(l-x)+kzx,etc. (13) 

where the indices " 1 " and " 2 " are related to the pure first and 
second components of the mixture. Since the values of all the 
parameters for pure fluids are known, equations (4)—(13) com
pletely determine the equation of state for a binary mixture in 
the vicinity of the liquid-gas critical points. Incidentally, 
equations (4), (9), (10), and (11) may be rewritten in the form 

1 / dx// 

•x)HRT)-1 

x = x—x{\-x) -L(Jt-) 
p V dx ' T,f +mj (14) 

where F0(T, p, x) = [F0(T, p, x) -RT0ln(l -x)\(KT)~l is 
the dimensionless regular part of the free energy of a mixture. 

Thus we see that a transformation from the chemical poten
tial to the variable x, and a special choice of the parameters m0 

and mx in the regular part of the free energy, allows us not on
ly to simplify the equation of state for a solution, in com
parison with equation (6), but also to expand its description 
area to the whole concentration range 0 < x < 1. 

Behavior of Thermodynamic Properties 

To know the behavior of the experimentally investigated 
properties of fluids one should obtain the equation of state in 
terms of T, p, and x. For this purpose let us analyze the 
asymptotic solution of equation (14) at the critical isochore 
Ap(x)=0, representing the value x in the form x = x+Ax. 
Then, in the case of z(x) = T(x)/\Ap(x) I1 / ,3S>1, equation 
(14), incorporating equations (4)-(9) in the linear approxima
tion, takes the form 

[T(x)]1~a[l + [T(xmy2] = T(x)&l (15) 

Using the condition 

T(X)« l£y 2 | - 1 / a (16) 

we obtain 

T ( X ) = iTWty,!"*1-"* (17) 

where 

,_ (l-«)7« (dTey* 
Z = 

Ax(\ -x) \ dx 

- afryCy-1) 
A ~ lab2 

1 dTc\
2 -

(18) 

(19) 

/ 1 dT \ 2 -
yl = l+yx{l-x)[—-^j (A + w) (20) 

/ 1 dT \ 2 

y^l+lxd-x)^—-^-) [ y ( / , + w ) - ( / H 2 + / 2 ) ] (21) 

; =
 Tc dpc/dTc\ 

pr dx \ dx / 
(22) 

(23) 
V dx / dx 

When T(X) » \£y21 " 1 / a the dimensionless temperatures T(X) 
and T(X) practically coincide 

T(x)=T(x)\yly2-"\^T(x) (24) 

Now one can analyze the asymptotic behavior of the first and 
second derivatives of the free energy F( T, p, x) with respect to 
temperature at the critical isochore of the binary mixture 
(z(x) S> 1). For this purpose let us extract the terms related to 
the entropy from equation (1) 

( — ) = 
V dT Je,x 

king account 

V dT2
 /P,X o V dT2 

\aJ / p,x 

hence, taking account of equations (4) and (14), we have 

dT2
 )P,X ~~ ~V\ dT2 ) f \ dT2

 )P,X 

(25) 

(26) 

d2F* 

dTdx 

( d2F* \ _ ( dF* \ 
x(\-2x){ , ) + ( l - 2 x ) ( — — ) 

\ dx2
 /T,P V dx / T,P 

One can show that when x^ 1 and x^O the latter term on the 
right side of equation (26) is not equal to zero. Therefore at 
T{X)<K \£y2\ ~1/a, the second derivative of the singular part 
of the free energy Fs (T, p, x) has the asymptotic behavior 

/d2Fs\ 
\ dT2 )PSOC,X 

[T(X)] a/(l-a) . • const (27) 

In the case of x = 0 or x = 1, and also at the condition 

T(x)»\!;y2\-
l/a (28) 

the derivative (d2Fs/dT2)p , x behaves similar to a pure fluid 
(the first term in the right part of equation (26)) 

/d2Fs 

' p, / pr,X 
[T(X)V (29) 

l>C'x. 

KdT2 

The asymptotic behavior of the derivative (3Fs/dT) 
evaluated the same way. At the condition given by equation 
(16) 

( M ~WvHrWrU«/<1-<»)-
V dT/Pc,x 

-T(X){[T(X)] const I (30) 

but in the range of temperatures determined by the inequality 
(28) one can obtain 

\~dF/pcx 
[r(x)V (31) 

which corresponds to the behavior of the entropy in a pure 
fluid. 

Substitution of equations (17)—(21) into the correlations 
given by equations (16) and (27)-(31) shows that at the critical 
isochore, the critical behavior of all the binary mixtures has a 
universal nature. The behavior is determined by the value of 
the dimensionless parameter 

tfo = r(*)£1 / 2 (32) 

where £= l£y21 (j'1^2" ,)a- In the case of \p0 <K 1 renormaliza-
tion of r{x) =T(JC)1 / < 1~°' ) takes place, the singular part of the 
free energy splits up into two terms, and the singular part of 
the heat capacity at the critical isochore has the asymptotic 
behavior 

-Aft fat) 1] +background (33) 

One can see that the isochoric heat capacity at constant con
centration does not diverge at the critical line (Fisher, 1968). 
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For I / 'O > > 1 t n e renormalization is absent (J(X)~T(X)) and 
the heat capacity behaves similar to a pure fluid 

CViX"A{r(x)Ya+ background (34) 

A comprehensive analysis of the asymptotic critical behavior 
of the isochoric heat capacity as well as other thermodynamic 
properties of mixtures can be found in works by Anisimov et 
al. (1971, 1973), Griffiths and Wheeler (1970), Sengers and 
Levelt Sengers (1986), and Rainwater and Williamson (1986). 

Universal Scaling Function 

The results obtained show that the singular part of the free 
energy F[T, pc{x), x] of a mixture in the vicinity of the critical 
point can be written in the form 

FS(T, pc(x))=Al[T(x)]2~".<frAto) (35) 

where 4>s(ipo) is a universal function. Ax(x) is a nonuniversal 
coefficient depending on the individual properties of a mix
ture. The universal function <j>s(^0)' in accordance with equa
tions (33) and (34), can be represented by the form 

4>s(M=fis[(h)-fs2(t0) (36) 

where KX and K2 are determined through the known critical ex
ponents and, consequently, have universal values; / l s(^0) and 
fsd'o) a r e monotonic analytical functions. While passing to 
the pure components, and when \j/0»l, the function Fs 

transforms to the corresponding expression for.a pure fluid 
and the function (f>s (i/-0) must have a limit lim <t>s = 1. To 

= b2 = \. Finally the functions fs('Po) and <t>s(ipo) t a k e the 
form 

*0-o 
satisfy this condition one should demand 

(37) l im/1 S Wo) = 2[ lim/s<tf0)] = 2 
î o - °° *o ~ °° 

That is always satisfied if / 1 S = 2fs. Then the expression given 
by equation (34) can be rewritten in the form 

0s(V'o)=/s1Wo)[2-/s2" IWo)] (38) 
and the function fs(tpo)> accounting for the analysis previous
ly performed (see solutions of equations (29)-(34)), must have 
the following asymptotic properties: 

l i m / s ( * o ) = l , l im/ s (* 0 ) = *o <39a) 
\t0-°° ifo"0 

I im/ s W 0 ) = ( + )0, l im/ s W 0 ) = ( + )const (39b) 

l im/^(^ 0 ) = ( - ) 0 , l im/ s ' (^0) = (-)const (39c) 

For the exponents K, and K2, after double differentiating the 
expressions given by equations (35) and (38) and incorporating 
equations (29)-(34), one obtains 

" ( 2 - a ) ,AK 
( 1 - a ) 

To find the form of the analytical function fs (i/-0) one can use 
the Pade approximation method, i.e., 

E «.•#) 
fsWo) = P{n,m) = (41) 

E bM~ 
y = i 

restricted to the third-order terms (« = 3, m - 3). Then the ex
pansion coefficients a, and bj can be precisely found from the 
rigorous correlations given by equations (39). Indeed from the 
condition given by equation (39o) one has a, =0 . The condi
tion given by equation (39) gives a3 =b3 =0 . The correlations 
given by equations (396) and (39c) lead to the requirements 
that bx > 0 and b2>0. Since the parameters Ax and £ depend 
upon the individual properties of a fluid and they are adjusted 
ones in a general case (as well as the parameters a, / , , f2, and 
m2 in equations (19)-(23)) one can assume that a2 = bl 

/AM-- (42) 
1 + lAo 

4>s(M=fsa[2-fs^-^] (43) 

The conclusion about the universal behavior of a mixture in 
the vicinity of the liquid-gas critical points is fully in accord
ance with the results obtained by Anisimov et al. (1971). The 
main difference is that the parameter in \j/0 not only depends 
on the singular part of the free energy but also it is determined 
by the regular one (see equations (19)-(23)). This enables us to 
extend the description given by equations (36) and (43) to the 
noncritical isochores. For this purpose one should replace the 
temperature T(X) by r(x) (a dimensionless distance from the 
critical point), in equations (32) and (35), and consider £ as an 
independent adjusted parameter. Then the free energy of a 
binary mixture in the vicinity of the liquid-gas critical points, 
accounting for equation (7), can be represented by the form 

PF(T, p, x)=4>sW)*IMir, 6, x) + *NA (r, 6, x) 

+ VAS(r, 6,x)+pF0(T, p, x) (44) 

where the parameter \p is determined by the expression 

iP = r(x)Hl/a (45) 

The polar coordinates r(x) and 6(x) in equations (44) and (45) 
are determined as usual by the correlations given by equations 
(5a) and (5b), taking into account the substitution of x instead 
of x. It is easy to show that at such a determination equation 
(35) is a particular case of equation (44) (at Ap(x) =0 and 
c = d=f—Q) and that \//0 corresponds to the value of \p at the 
critical isochore. 

Fit of Experiments 

The possibility of a universal description of the critical 
behavior of a binary mixture on the basis of the free energy 
given by equation (44) has been verified for the isochoric heat 
capacity of a number of binary mixtures. The equation for the 
isochoric heat capacity CVJC = T(d2F/dT2)px of a binary mix
ture, using equations (42)-(45), takes the form 

( l - a ) ( l + ̂ ) V dT JP,x V dT / „ , , V 

»- ^ y F ^ r ) + ( 2 - a ) r " " 2 ^ ( - ^ - ) l (F-
F2S + 2a/(\+t) \ _ (&%u\ _ (d2*AS\ 

(2_ /g /0-«) ) (2- a ) J \ dT2 JP,X V dT2 J, 

d2Fn 

V dT2 /P,. 
(46) 

where 

r<x(2-a) 1 1 / dr \ ~2 ( d2r \ 

^ = L7T^j- -l\TT+ ~2fs + r\-W)P,x \-TF-)„ 
(47) 

and the regular part of the free energy is determined by equa
tion (9) using the variable x instead of x. 

Equation (46) was used to describe the experimental data 
for the isochoric heat capacity at two concentrations of an 
ethane-heptane mixture (* = 0.0093, 0.0316 heptane mol. frac
tions); for an ethane-carbon dioxide mixture (x = 0.281, 0.430 
ethane mol. fractions) at the critical isochore (Shmakov, 1973) 
as well as the data for an argon-carbon dioxide mixture 
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Fig. 1 Renormalization of the heat capacity in pure ethane and binary 
mixtures at the critical isochore: 1, 2 are ethane-heptane system 
x = 0.0093, 0.0315; 3, 4, are ethane-carbon dioxide system x = 0.281, 
0.436; 5 is pure ethane; 6 is calculated from equation (46) 

Fig. 3 Universal scaling function for binary mixtures: 1, 2 are 
ethane-heptane system x = 0.0315 0>/pc =0.908, 1.033); 3 is calculation 
from equation (46); the other notes are the same as in Figs. 1 and 2 

Cytettp" Cycat 

C>v,oct£ 

eoprw 
Fig. 2 Deviation of the heat capacity experimental data from the 
calculation results for Ar-C02 mixture at the isochores: 1, 2, 3, 4: 
x = 0.1088 (p/pc = 0.8, 0.9,1.0,1.2); 5, 6, 7: x = 0.182 0>/Pe = 0.8, 0.9,1.1); 8, 
9, 10: x = 0.4885 (plpc = 0.97, 1.02, 1.07) 

(Adamov et al., 1981) at three concentrations (x = 0.1088, 
0.1820, 0.4885 argon mol. fractions) for a wide range of den
sities and temperatures. While fitting the data, the functions 
Tc(x) and pc(x) were taken from the experiment and the 
critical exponents were fixed using the universal theoretical 
values a = 0.11, )3 = 0.325, A = 0.5. The values of a and k for 
the mixtures were calculated from the additive correlations 
given by equation (13), in which the corresponding values for 
pure components were taken from Berestov and Kiselev 
(1979). The parameter B3 in equation (6) wasassumed to be 
equal to zero and the value of the parameter £ was found by 
trial and error to yield the best description of the experimental 
data. The values of £ thus obtained for all the mixtures coin
cide with the fitting accuracy of the values calculated from 
equations (19)-(21). The other parameters are adjusted ones 
and they were determined by the least squares method. The 
results of the fit are represented in Figs. 1-3. 

One can note a qualitative difference in the divergence of 
Cvx in ethane-heptane and ethane-CC*! mixtures (Fig. 1). 
This can be easily explained by the substantial difference in the 
parameter £, which is determined by equation (18), for these 
systems. For an ethane-heptane mixture the value of dTc/dx 
is one order of magnitude more than for an ethane-C02 one 
(Anisimov et al., 1973). This means, according to equation 
(32), that the characteristic temperature of the renormaliza
tion of the heat capacity for an ethane-C02 mixture is much 
closer to the critical temperature than for an ethane-heptane 
one. Therefore the complete renormalization is accessible only 
for ethane-heptane mixtures (if they are not too dilute). 
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---o 
^ 2 

Fig. 4 Critical region of a binary mixture at x = const: 1 is the line 
z(x)=1; 2 is the boundary curve; 3 is the tangent to the curve 2 at the 
critical point; I is justification area of equation (46); II is the two-phase 
region 

Discussion 
The fit of the experimental data has shown the possibility of 

a universal description of binary mixtures in the critical region 
at z{x)» 1 (Fig. 4). However, attempting to extend equations 
(46) and (47) to the critical isotherm and the (z(i)=0) by 
equations (43) and (44) is qualitatively wrong. To show this, 
consider the solution of equation (14) on the critical isotherm. 
In the case of z(x) <ZZ 1, accounting for equations (4)-(9), we 
have from equation (26) that when 

IA^ (x) I « l^2 I \yyi (48) 

renormalization of — a./&~a/{\ -x) takes place and at 
Ap (x) — 0 the heat capacity C„<x tends to 

CVtX ~ const - I Ap (x) Ia/(1 - a) (49) 
On the contrary, in the range of densities lAp (x) I S> 
1̂ 21 ~ l /a lyyi11. unusual renormalization of -a//3-~ 
— a/(l - a) takes place and the heat capacity has the asymp
totic behavior 

Cvx~ lAp(x)l^t"/<1-a)+const (50) 

This renormalization cannot be taken into account only by the 
substitution of r(x) for T(X) in equation (32) and \p for \p0 in 
equations (42) and (43). The correct behavior of Cux at 
z(x)S\ can be obtained (in addition to the procedure men-
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tioned above) using the following form of density at constant 
concentration: 

Ap(x)=<t>is(il)kri3e-B3T (51) 

The universal function <l>is(fi) can be obtained the same way 
that was used for obtaining the function <t>s(\p0). It was ob
tained by Kiselev (to be published) from analysis of the 
behavior of the inverse isothermal compressibility at constant 
x of the binary mixture, yielding 

^ H T T V T ) (52) 

tl=r(x)Vl
/y (53) 

where 
\( dPc dTc 1 \ 2 V 

It is easy to show that such a determination of the function 
(j>is(^i) a l s 0 corresponds to the renormalization of the 
isochoric heat capacity Cvx on the critical isotherm. Indeed, 
differentiating equation (44) twice by temperature, for \j/<K 1 
and ^ « l o n the critical isotherm (j{x) = 0), and using equa
tions (6), (7), (44), and (51)-(53), we have 

—(-M 
C„]X^const- \Ap(x)\ l-<*\2-"' (54) 

and when \j/ ?S> 1 and ypx <3C 1 we have 
a / 2 — 2a\ 

CUiX=*\Ap(x)\ ' - a ( l 2 - a ^+cons t (55) 

The critical exponents in equations (53)-(55) practically coin
cide with those in equations (49) and (50) with the accuracy of 
the small parameter a/2. At î >>> 1 and \p»l the behavior of 
a binary mixture in the critical region fully corresponds to the 
behavior of a one-component fluid. 

Leung and Griffiths (1973) were the first to propose the ap
proach closely related to this study. The major distinction of 
the present approach is the transformation from the isomor-
phous variables T, /*[, p,2 to the experimental variables T, p,x. 
It seems from the figures that equation (46) fully describes the 
behavior of the heat capacity Cvx of the binary mixtures for a 
wide range of temperatures and densities. The agreement be
tween the experiment and the theory for mixtures appears to 
be similar to pure fluids (Berestov and Kiselev, 1979). 
Moreover, the form of the energy of binary mixtures in the 
vicinity of the liquid-gas critical points is universal and is ac
curately described by equations (43) and (44) and (51)-(53) 

(see Fig. 3). Incidentally equations (43) and (44) and (51)-(53) 
are transformed into the rigorous equations for a pure fluid at 
#—0. This manifests the reliability of the proposed approach 
and the possibility of a universal description of the critical 
behavior for binary mixtures. 

The next problem that should be solved is the description of 
PpTx data and phase equilibrium binary mixtures, on the basis 
suggested in this work. 
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Thermal Conductivity of Gaseous 
and Liquid Ammonia 
The thermal conductivity of gaseous and liquid ammonia has been measured in the 
range 300-300 K and at pressures up to 50 MPa. The measurements were a necessary 
preliminary to a fitting of the thermal conductivity surface in the density-
temperature plane, which is part of the current program of the Transport Properties 
Subcommittee of the I.U.P.A.C. Results were obtained that are believed to be ac
curate to 2 percent. It is difficult to make a good comparison of these results with 
previous data until a full correlation of the thermal conductivity of ammonia is car
ried out, A preliminary assessment for the liquid phase indicates that agreement is 
reasonable over much of the range with differences up to around 5 percent under 
certain conditions. For the gas phase an approximate extrapolation to atmospheric 
pressure can be made and the results compared with some recent recommended 
values. Differences of ±3 percent are observed. 

Introduction 
Ammonia is an important industrial fluid, both as a 

refrigerant and in other respects, and the International Union 
of Pure and Applied Chemistry (I.U.P.A.C.) has been con
cerned with producing recommended values of some of its im
portant properties. Variations of its properties with pressure 
are accentuated by molecular association. The Subcommittee 
on Transport Properties has adopted, as part of its program, 
the fitting of both the viscosity and thermal conductivity of 
ammonia in the density-temperature plane. The viscosity 
project has been completed and the results will be published 
separately (Watson, 1988). 

Experimental work on the thermal conductivity of ammonia 
has been reviewed up to 1977 by Golubev et al. (1978) and by 
Vargaftik et al. (1978), who have evaluated the data and pro
duced some recommended values. Both reviews refer to data 
from a large number of authors over restricted ranges of 
temperature and pressure and also data from three groups 
over much wider ranges, i.e., Needham and Ziebland (1964) 
(294-450 K, 0.1-48.1 MPa), Golubev and Sokolova (1964) 
(208-668 K, 0.1-39.5 MPa), and Richter and Sage (1964) 
(278-478 K, 0.1-36.5 MPa). There are wide discrepancies in the 
data; at atmospheric pressure the values cover a range of 20 
percent. However, the data of Needham and Ziebland and 
Golbubev and Sokolova agree over much of the 
temperature-pressure plane. Nevertheless there are some im
portant differences, particularly in the critical region, where 
there are rapid variations in the thermal conductivity, and also 
in the liquid region. Differences of up to 5 percent are present 
in the liquid data, as can be seen, for example, in Fig. 2(a) 
below. 

Since 1977 the only major experimental publication on the 
thermal conductivity of ammonia (Tufeu et al., 1984) has 
come from this laboratory. Measurements were made over a 
wide temperature and pressure range (381-578 K and 1-80 
MPa). This included a substantial number of measurements in 
the critical region. These were fitted to recent expressions for 
the critical-region anomaly in thermal conductivity and help to 
solve the difficulties experienced with the previous data in this 
region. However, no measurements were made at lower 
temperatures in the liquid region where there are also 
discrepancies with the previous data. The present study ex
tends the measurements to these lower temperatures. 

Contributed by the Heat Transfer Division and presented at the ASME 
Winter Annual Meeting, Anaheim, California, December 7-12, 1986. 
Manuscript received by the Heat Transfer Division April 3, 1987. Keywords: 
Conduction, Refrigeration, Thermophysical Properties. 

The measurements of Needham and Ziebland (1965) were 
made using a cell constructed of coaxial cylinders with guard 
rings. Those of Golubev and Sokolova (1964) were made with 
a "cylindrical bicalorimeter," which has the same geometry. 
With guard rings there is always the risk of axial heat flow, 
particularly at high thermal conductivities, and so 
measurements with a different type of apparatus are desirable. 
The most obvious candidate is the transient hot-wire ap
paratus (Haarman, 1969; Nieto de Castro, 1977; Kestin et al., 
1980), as this also avoids (or makes obvious) the convection 
problem. However, there are problems in electrically in
sulating the wire from the conducting liquid ammonia. In the 
basic theory of this experiment the wire is infinitely thin, and 
to make accurate measurements, minimizing the corrections 
for the wire of such thickness is obviously a problem, and 
although attempts are being made at Imperial College, Lon
don, UK, to coat thin tantalum wires with an insulating oxide, 
this technique is still being developed (Wakeham, 1987). At
tempts to make measurements on ammonia in the gas phase at 
the UK National Engineering Laboratory with a noninsulated 
wire have also proved to be unsuccessful because of electrical 
effects (Clifford, 1987). Under the circumstances, therefore, 
measurements using the coaxial cylinder apparatus without 
guard rings at L.I.M.H.P. seemed the most worthwhile course 
to check the data for liquid ammonia. 

Experimental 

The apparatus used has been described in detail previously 
(Le Neindre et al., 1976). Briefly it consists of vertical coaxial 
cylinders constructed of silver, without guard rings. The inner 
cylinder is 100 mm long and 15 mm in diameter. It is centered 
in a cavity of the same shape by means of five sapphire center
ing pins, such that the gap all around is 0.26 mm. The method 
is in principle absolute, although the small corrections made 
necessary because of conduction by the centering pins and 
electrical leads were obtained by calibration with gases of 
known thermal conductivity. The calibration gases were Ar at 
1 MPa, Ne at 2 MPa, and He at 5 MPa, and the calibration 
values were those obtained by the transient hot-wire method 
(Kestin et al., 1980; Clifford et al., 1981; Johns et al., 1983). 
The temperature difference between the cylinders during an 
experiment was less than 1 K. Temperature measurements 
both of temperature differences and absolute temperature 
were made using Pt-Pt/Rh thermocouples and the pressure 
was measured with calibrated Heise Bourdon gages. Ammonia 
of 99.96 percent purity was supplied by Air Liquide. 
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Table 1 Measured values of the thermal conductivity of ammonia, X, at 
temperature T, pressure P, and density p 

T 
(K) 

297.5 

303.7 

302.9 

302.4 

300.9 

295.6 

299.9 

297 .9 

327.2 

328.9 

334.7 

334.6 

327.0 

332.4 

332.3 

332.9 

326.4 

354.0 

354.3 

354.8 

355.7 

360.2 

365.3 

360.4 

361.0 

362.6 

360.0 

381.9 

381 .9 

,382.0 

382.0 

382.1 

382.4 

382.2 

384.7 

• 387.1 

386.9 

385.9 

385.0 

384.7 

P 
(MPa) 

0.97 

1 .5 

5.0 

10.2 

20. 1 

30.0 

40.0 

50.2 

1.02 

2.24 

2.9 

5.0 

10.0 

20.3 

30.1 

40.5 

50.5 

0.94 

1.99 

3.02 

4.00 

5.6 

10.0 

20.5 

30.2 

40.5 

50.8 

1.00 

2.02 

3.00 

4.00 

5.01 

6.06 

7.07 

8.4 

10.0 

20.0 

30.4 

40.2 

50.2 

P 

(kg m ) 

7 .5 

595 

600 

605 

616 

630 

632 

641 

6.9 

17.2 

543 

546 

567 

571 

581 

590 

607 

5.7 

13.0 

21 .5 

31.3 

492 

493 

525 

539 

550 

565 

5.6 

11.8 

18.6 

26.4 

35.6 

47.4 

63.3 

426 

427 

471 

498 

516 

531 

* 
(mW m" 1 K - 1 ) 

27.6 

459 

465 

471 

489 

512 

515 

533 

29.5 

34.2 

396 

398 

425 

429 

445 

462 

485 

33.1 

35.3 

38.6 

43.6 

343 

340 

373 

391 

411 

427 

37.0 

39.0 

41.2 

44.2 

48.4 

55.0 

66.7 

287 

279 

319 

347 

369 

387 

Fig. 1 Measured values of the thermal conductivity X of liquid am
monia at various temperatures shown as a function of density p: *, 
296-304 K; • , 326-335 K; A , 360-365 K; • , 385-387 K 

Although it was not examined after use, it is believed that 
corrosion of the silver surfaces by ammonia was negligible as 
the cell did not noticeably change its characteristics after the 
measurements. Most of the electrical leads were isolated from 
ammonia by using a two-gas system. The cell, which is gas-
tight but not pressurizable, is filled with ammonia and sur
rounded by helium. The two gases are kept at the same 
pressure by means of a flexible bellows within the pressure 
system. Helium was used as the pressurizing gas, because of its 
high thermal conductivity, to keep the cell as uniformly close 
to the thermostat temperature as possible. This is important 
for materials of high thermal conductivity such as liquid am
monia where high heat inputs are used. 

Results and Discussion 

Measurements were made at four temperatures and at 1 
MPa intervals until the liquefaction point, just above this 
point, and then at 10 MPa intervals up to 50 MPa. The results 
for both gas and liquid are given in Table 1. They are believed 
to have an absolute accuracy of 2 percent. 

The results for the liquid at 385 K supersede those previous
ly published from this laboratory. The use of argon as a 
pressurizing gas in the earlier measurements is now thought to 
have introduced a systematic error for the reasons discussed in 
the experimental section. This effect is only important for high 
values of the thermal conductivity at lower temperatures up to 
about 400 K. Differences of up to 6 percent occur with the 
data at 385 K, well outside the experimental error. Of the 
previously published data (Tufeu et al., 1984), most of the 
results at 385 K and perhaps the highest density point at 412.4 
K are now thought to be in error. Data for the gas phase at this 
temperature agree, however, and the two sets are felt to be 
equivalent. 

Densities for ammonia are also shown in Table 1; these were 
• calculated from the equation of state proposed by Haar and 
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Fig. 2 Measured values of the thermal conductivity X of liquid am
monia shown as a function of density compared with previous data: 
(a)-300 K; (o)~330 K; ( C ) ~ 3 6 0 K; (d)~390 K; • , present results; o, 
Needham and Ziebland (1965); • , Golubev and Sokolova (1964); A, 
Richter and Sage (1964) 

Gallagher (1978). The data for liquid ammonia are then plot
ted against density on Fig. 1. This shows that, while the data 
given for the liquid depend strongly on density, they are only 
feebly dependent on temperature, as all points lie on the same 
curve to within experimental error. Closer examination shows, 
however, that the curves for each group of points for a small 
temperature range are shifted relative to each other by small 
amounts (of the same order of magnitude as the differences 
for the gas). 

The lowest density points at the two highest temperatures 
are anomalously above the next value at higher density. As 
these high points are close to the saturation line, this may be 
due to an experimental problem. However, as these points 
agree to within experimental error, and as there is no objective 
reason for removing any of the them, all are included. 
Whether these points are included or not, the points for each 
small temperature range appear to be on a J-shaped curve. 

The data presented here are under different conditions from 
those of previous measurements, and so an accurate com
parison can only be made after fitting all the data (present and 
previous) to an appropriate function of temperature and den
sity. For the liquid, however, an approximate comparison can 
be made, as the thermal conductivity appears to be only weak
ly dependent on temperature. This is done in Fig. 2. Dif
ferences of up to 5 percent are observed with Richter and Sage 
(1984) and also with Needham and Ziebland (1965) at lower 
temperatures and higher densities, but elsewhere agreement is 
good. The data of Needham and Ziebland, especially if all 
their data are examined, appear to fall into two groups, dif
ferent by 3-4 percent. Our data seem to agree with their group 
of lower values. 

For the gas phase comparison is more difficult. Our data are 
plotted in Fig. 3 along with the recommendations of Golubev 
et al. (1978) at 1 atm. It can be seen that an approximate ex
trapolation of our data would give differences of ± 3 percent 

E 
3 

L E 

t ' 
/°/"<g 

0 20 40 6 0 

Fig. 3 Values of the thermal conductivity X of gaseous ammonia as a 
function of density p: present results: * , 298 K; i , 328 K; a, 355 K; « , 
382 K; o, Golubev's recommended values at 1 atm pressure (1978) 

with the recommendations of Golubev et al. (1978). In view of 
the fact that the latter were obtained from experimental data 
covering a range of 10 percent, agreement seems reasonable. 
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Evaluation of Thermal Contact Conductance Between 
Mold Compound and Heat Spreader Materials 

G. P. Peterson1 and L. S. Fletcher2 

Nomenclature 
Cc = dimensionless conductance = ah/mkm 

C[ = Vickers hardness parameter, MPa 
c2 = Vickers hardness parameter 
h - contact conductance, W/m2-K 

Hc = Vickers surface microhardness, MPa 
K = thermal conductivity, W/m-K 

k,„ = harmonic mean thermal conductivi
ty = 2kakb/(ka + kb), W/m-K 

m = combined absolute asperity 
slope = ^Jml + ml 

P = apparent contact pressure, MPa 
a = combined rms surface roughness 

= ^o2
a + o2

b, m 

Subscripts 

a = mold compound material 
b = substrate material 

Introduction 
The need to develop microelectronic devices capable of 

operating at increased performance levels with high reliability 
requires a better understanding of the factors that govern the 
thermal performance of semiconductor packages. With the re
cent trend toward increased miniaturization and component 
density, thermal management within these packages has 
become the primary factor that limits the physical size of both 
individual components and multichip modules. 

In a wide variety of electronic packages, the construction 
techniques utilized involve a silicon wafer that has been bond
ed to a heat spreader using an organic glue loaded with 
metallic particles; a hard solder, such as eutectics or gold/tin 
alloys; or a soft solder comprised of large percentages of lead, 
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Associate Dean of Engineering and Professor of Mechanical Engineering, 
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Heat Transfer Conference, Pittsburgh, Pennsylvania, August 1987. Manuscript 
received by the Heat Transfer Division April 27, 1987. Keywords: Conduction, 
Electronic Equipment, Thermal Packaging. 

tin, or indium (Yerman, 1983). Once the chip has been bonded 
to the heat spreader, the entire device is encased in a silica 
mold compound. As a result, the heat generated in the chip is 
transferred from the chip through the bonding material, to the 
substrate, and in turn to the mold compound. 

In a review of thermal management in electronic packages, 
Antonetti and Yovanovich (1984) have presented and dis
cussed specific factors that contribute to the high internal 
resistances encountered in semiconductor devices. Several 
previous experimental investigations have studied some of 
these factors, including those of Yerman et al. (1983) and 
Mahalingham et al. (1984), which were directed toward deter
mining the effect of voids or cracks on the thermal conductivi
ty of the bonded interface, and that of Peterson and Fletcher 
(1987), which investigated the thermal contact conductance 
occurring at the chip/diebond and diebond/substrate 
interfaces. 

Although extensive testing and analysis of the thermal con
ductivity of various mold compound materials have been per
formed by several different manufacturers, presently no ex
perimental information is available on the contact conduc
tance occurring at the interface between mold compounds and 
substrate or heat spreader materials. 

From a modeling perspective, numerous standard thermal 
modeling techniques, which have been modified to accom
modate electronic packages, are currently in use. In addition, 
a number of numerical models have been developed specifical
ly for electronic packages by Pogson and Franklin (1973), 
Buchanan and Reeber (1973), Andrews et al. (1981), and Chyu 
and Aghazadeh (1987). Most of these latter techniques utilize 
either finite difference or finite element schemes to predict the 
temperature distribution in the package as a function of the 
boundary conditions and the physical properties of the 
package components. However, none of these existing models 
incorporates the effects of the contact conductance present at 
the mold compound and heat spreader interface. 

For similar metal-to-metal interfaces, Yovanovich et al. 
(1983) have developed an expression for predicting the contact 
conductance as a function of the pressure and the surface 
microhardness, defined by Song and Yovanovich (1987) as 

P 

This expression 

/ 1 . 6 2 x l 0 6 CT\C2 
(1) 

Q = 1 . 2 5 ( — ) (2) 

has been shown to agree within ±1.5 percent of the exact 
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Table 1 Test specimen characteristics and properties 

Sample 
Number Material 

1 
2 
3 

4 
5 
6 

7 
8 
9 

10 
11 
12 

MG25F-LMP 
MG25F-LMP 
MG25F-LMP 

MG45F-04* 
MG45F-04 
MG45F-04 

Polyset 410B 
Polyset 410B 
Polyset 410B 

Polyset A10C 
Polyset 410C 
Polyset 410C 

Ho 
k(V/m -° 

0.816 
0.816 
0.816 

1.670 
1.670 
1.670 

* 0.628 
0.628 
0.628 

* 1.420 
1.420 
1.420 

Id Compou 
C) o(pm) 

0.0762 
0.0508 
0.0635 

0.0624 
0.0596 
0.0762 

0.0509 
0.0633 
0.0648 

0.0634 
0.0765 
0.0508 

nd 
m(rad) 

0.021 
0.021 
0.017 

0.020 
0.027 
0.032 

0.017 
0.027 
0.019 

0.017 
0.024 
0.033 

Material 

Invars-
Alloy 42* 
Kovar+ 

Invar 
Alloy 42 
Kovar 

Invar 
Alloy 42 
Kovar 

Invar 
Alloy 42 
Kovar 

Heat Spreader 
k(W/m -DC) o(pm) m(rad) 

10.47 
15.92 
17.30 

10.47 
15.92 
17.30 

10.47 
15.92 
17.30 

10.47 
15.92 
17.30 

0.0279 
0.0102 
0.0305 

0.0235 
0.0194 
0.0330 

0.0152 
0.0254 
0.0584 

0.0203 
0.0330 
0.0432 

0.007 
0.006 
0.010 

0.006 
0.009 
0.008 

0.006 
0.007 
0.008 

0.006 
0.011 
0.015 

Test Fixture _^ Heat Spreader Material 

Interface Thermocoupl 

Mold Compound 

Manufactured by Dynachem Corporation 
Manufactured by The Dexter Corporation 
Manufactured by A. D. Mackay Inc. 

theoretical results for a range of 1 0 _ 6 < P / / / C < 1 0 ~ 2 . In
vestigations by Antonetti (1983), Yovanovich et al. (1983), 
and Hegazy (1985) have all verified the accuracy of this ex
pression for contacting metal-to-metal surfaces. A subsequent 
investigation by Eid and Antonetti (1986), in which the ther
mal contact resistance at the interface between 2 mm x 2 mm 
aluminum test sections and similarly sized silicon samples was 
investigated, indicated that this expression could also be used 
to predict the contact conductances for bare metal-to-silicon 
junctions of the size encountered in semiconductor devices. 

Therefore, in order better to understand the contact con
ductance occurring at the interface between mold compounds 
and heat spreader materials, an experimental investigation was 
conducted. The objective of this investigation was to deter
mine whether any of the models previously developed for 
metal-to-metal contacts could be used to predict accurately the 
thermal contact conductance occurring at the interface be
tween mold compounds and the heat spreader materials used 
in the assembly of semiconductor devices. 

To accomplish this objective, the interfaces between three 
different types of substrate materials, Invar, Kovar, and Alloy 
42, and four types of mold compounds, including both 
novalaks and anhydrides, were studied. These materials, 
which are typical of the types used in semiconductor packages, 
were selected in order to provide a wide range of ther-
mophysical and mechanical properties. Using the materials 
listed in Table 1, measurements of the thermal contact con
ductance occurring at the interface formed between the mold 
compounds and the heat spreader materials were made over an 
interface temperature range of 20°C to 70°C and an interface 
pressure range of 0.5 to 5.0 MPa. 

Experimental Investigation 
The experimental facilities used in this investigation, along 

with the details of the facility construction, operation, and ac
curacy, have been reported previously by Duncan (1987). The 
test apparatus consisted of a vertical column comprised of an 
electrical resistance heater around the lower test fixture, the 
mold compound test specimen, the heat spreader specimen, 
and a liquid-cooled heat sink attached to the upper test fix
ture. The interface pressure was varied through the use of a 
bellows vessel and measured using a load cell. The test 
specimens were arranged so that a vertical stack was formed 
and "sandwiched" between the two metal test fixtures. Radial 
heat losses were monitored by a thermocouple on the surface 
of each of the test fixtures, and these losses were minimized by 
placing radiation shields (made of sheet aluminum and 
asbestos) around the test column. 

The tests were conducted at a vacuum pressure less than 
1.33 x 10 ~3 Pa to eliminate the conduction and convection 
losses to the surrounding air and also to eliminate the effects 
of any interstitial fluids on the thermal contact conductance 

o o o o 

o 
a. 
E 
H 

AT 

Axial Position 

Fig. 1 Determination of the contact conductance 

measurements. To determine the thermal contact conductance 
at the mold/spreader interface, a series of thermocouples was 
located along the centerline of the fixtures, the mold com
pound, and the heat spreader. The temperatures at the contact 
surfaces were determined by extrapolating the measured 
centerline temperatures in the mold compound and the heat 
spreader materials to the contact surface, as shown in Fig. 1. 
The heat flux was determined using the known thermal con
ductivity of the fixtures. 

The experimental procedure followed for all of the thermal 
contact conductance tests was as follows: The substrate 
materials were machined into segments 2.54 cm long. After 
machining, the interface surfaces were ground and polished. 
Once the surfaces had been thoroughly cleaned with acetone, 
the mold compound material was thermally molded onto the 
metallic sample in a mold press specifically designed for this 
purpose. The thermocouples were installed, and the test 
specimens were placed between the test fixtures. A thin layer 
of Dow Corning 340 heat sink compound was placed at the in
terface between the test fixtures and at each end of the test 
specimen to reduce the thermal resistance at those interfaces. 
Special care was taken throughout this procedure to prevent 
the test interface from breaking, since it was desirable to test 
the interface in an "as-molded condition." 

The temperature and pressure conditions were set by ad
justing the heater voltages and pressurizing the gas bellows. 
The test procedure followed was first to vary the pressure in 
increments of approximately 0.5 MPa, maintaining the mean 
interface temperature at 38°C±2°C until an upper limit of 5.0 
MPa was reached. At this point, a constant pressure was 
maintained and the heat flux was varied. In this manner, the 
contact conductance could be measured as a function of the 
mean interface temperature. Data were taken when the 
temperatures of the test specimen did not vary more than 
0.5°C over a 45-min period. 

Upon completion of the tests, each of the thermal test 
specimens was removed from the test facility and the interface 
was broken apart. After separation, the interface surfaces of 
both the mold compound and the heat spreader samples were 
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Fig. 2 Comparison of predicted and experimental values for the mold 
compound and heat spreader interfaces 

characterized by measuring the average surface roughness, 
average asperity slope, rms surface roughness, rms asperity 
slope, and flatness deviation. Upon completion of the 
measurement of the surface characteristics, which are listed in 
Table 1, measurements of the Vickers microhardness were 
made using the procedure outlined by Hegazy (1986). These 
hardness measurements were made subsequent to the measure
ment of the contact conductance, since determination of the 
Vickers hardness was a destructive test requiring five 
measurements at each of six loads with a diamond indenter. 
Using this information, the dimensionless contact pressure 
P/Hc and the dimensionless conductance were determined us
ing equations (1) and (2), respectively. 

Results and Discussion 
In the experimental investigation described here, the 

gaseous contribution to the joint conductance was assumed to 
be zero, since all of the tests were conducted in a vacuum. The 
radiation effects were also assumed to be negligible due to the 
relatively low temperature range of the experimental tests. By 
combining the sources of error, most notably the location and 
accuracy of the thermocouples and the resolution of the 
loading mechanism, the experimental uncertainty was deter
mined to be ±9 percent. Since the axial heat flux through the 
samples was determined from the temperature distributions in 
the fixtures, the accuracy of the thermal conductivity of the 
mold compound, as specified by the manufacturer, was not a 
factor. However, the mold compound thermal conductivity 
data were used to indicate whether the mold compound had 
been properly cured. 

Based upon the results of this investigation it is apparent 
that variations in the mean interface temperature have little ef
fect on the thermal contact conductance over the temperature 
range investigated, with all of the data falling within ± 9 per
cent of a horizontal line. The measured interface resistance 
values were found to be significant and equivalent to the ther
mal resistance resulting from 0.2 to 2.0 mm of the mold com
pound material, depending upon the thermal conductivity of 
the mold compound and the interfacial pressure. 

Figure 2 compares the relationship that exists between the 
dimensionless contact pressure and the dimensionless contact 
conductance. As shown, the correlation between the ex

perimental values obtained in this investigation and the 
predicted values as determined from equation (2) are quite 
good. Further analysis of the data indicates that although the 
expression presented in equation (2) was developed for metal-
to-metal contacts that experienced work hardening due to the 
surface preparation, all of the experimental data fall within 19 
percent of the predicted values. 

The hardness measurements conducted on the metallic sur
faces indicate that work hardening did occur and resulted in a 
slight increase in the hardness near the surface. A similar hard
ness layer, although extremely thin, was also apparent in the 
mold compound. The presence of these hardness layers in 
both the mold compound and the metal specimens may ac
count for the unexpected accuracy of the expression developed 
by Yovanovich et al. (1983). 

Conclusions 
This study provides experimental data that can be used not 

only to determine the contact conductance at the interface be
tween different mold compounds and heat spreader materials, 
but also to provide additional information for use in expand
ing the existing analytical and numerical models. 

The results indicate that the thermal contact conductance 
occurring at the mold compound/heat spreader interface in 
electronic packages is significant and although relatively con
stant with respect to the mean interface temperature, it is 
strongly dependent upon the interfacial pressure. In addition 
and perhaps more important, the experimental data suggest 
that the correlation given by equation (2) for metal-to-metal 
surfaces in contact can be used to predict the contact conduc
tance accurately at the interface between metallic surfaces and 
plastic mold compounds, such as those used in electronic 
packaging, over a fairly broad range of temperatures and 
pressures. 
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Modeling and Simulation of a Heat Regenerator in 
Cyclic Equilibrium With Radiation 

M. P. Di Marco1 and F. F. Pironti1 

Nomenclature 
a = specific surface area, m2 /m3 

A' = absorption constant, m _ 1 

B' = back-scattering absorption constant 
Cf = fluid heat capacity, J/kgK 
Cs = solid heat capacity, J/kgK 
h = fluid-solid heat transfer coefficient, 

W/m2K 
/ ' = radiant heat flux density, forward 

direction, W/m2 

/ ' = radiant heat flux density, backward 
direction, W/m2 

L = regenerator length, m 
P = period length, s 
r = reflectivity, /•„ at x' = 0 and rL at 

x' = L 
t = time, s 

T' = solid temperature, K 
v = fluid average velocity in the axial 

direction, m/s 
x' = bed axial position, m 

e = emissivity, e0 at x ' = 0 and eL at 
x ' = L 

T) = regenerator thermal ratio 
8' = fluid temperature, K 
£ = mean bed porosity 
p = density, kg/m3 

a = Stefan-Boltzmann constant, 
W/m2K4 

Introduction 
Heat exchangers containing a heat storing mass are called 

"regenerators." The heat storing mass, usually formed of 
porous packing material, offers a large heat transfer surface to 
the fluids passing through it. Regenerators are reversed at 
fixed, usually regular, time intervals. The thermal storing 
mass removes heat from the hot fluid passing through it and 
after the reversal releases it to the cold fluid. The passages of 
the fluids, between which heat is exchanged, are separated in 
time but not spatially. Regenerators are clearly distinguished 
from recuperators by the fact that their operation depends not 
only on position but also on time, and an exact calculation is 
considerably more involved for regenerators than it is for 
recuperators. A comprehensive review article by Shah (1983) 
encompasses all aspects of regenerator theory. However, one 
finds that the radiation mechanism has not been directly con
sidered, except as a part of the heat exchange coefficient 
(Razelos and Benjamin, 1978) or by including an apparent 
thermal solid conductivity involving a solid-solid-fluid con-
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tact radiation effect (Olalde et al., 1980). With a high fluid 
temperature, it would seem appropriate to consider radiation 
energy transfer directly into the model equations, as is done in 
this work. Furthermore, in view of the attention focused in the 
last few years on the use of a porous bed as a solid matrix for 
energy storage in solar applications, this work also considers 
the effect of void fraction on the various heat transfer 
mechanisms. 

Governing Equations 
To represent the physical phenomena inside the regenerator, 

a heterogeneous system is considered and energy balances are 
taken around a differential volume of packed bed for the fluid 
and solid phases. The following simplifying assumptions are 
used in this work. 

(a) No losses to the surroundings. 
(b) Constant fluid and solid physical properties. 
(c) The solid bed may be characterized by a constant bulk 

porosity. 
(d) There are not internal temperature gradients in solid 

particles. 
(e) No fluid phase axial dispersion or conduction takes 

place. 
(/) Solid packing heat conduction in the direction of fluid 

flow is neglected. 
(g) The effects of residual fluid during the reversal period 

are not considered. 
{h) Constant fluid mass fluxes at each period and in plug 

flow. 
(0 The convective heat transfer coefficient does not include 

radiation and it varies only with bed porosity. 
(/) Fluids are transparent to radiation. The radiant heat 

transfer in the porous bed is carried out by transmission 
through the void space, by reflection, by absorption, and by 
reradiation. The medium is treated as an isotropic continuous 
material, and the radiant energy transfer through it is de
scribed by the two-flux model (Hamaker, 1947; Chen and 
Churchill, 1963), where the dispersed and reradiated energy is 
propagated only in the positive and negative axial directions. 

Then, the governing equations are in dimensionless form 

dT/dT = A(I+J)-ACT*-T+D+(l-D)d (1) 

Rdd/dT=(T-D)/(l-D)-d-(l/A)dd/dx (2) 

dI/dx=-(A+B)I+BJ+CATV2 (3) 

dJ/dx= (A+B)J-BI-CAT4/2 (4) 

where T = VIQ'y and d = (6' - B'cl)/(e'M - 6'd) are the 
dimensionless solid and fluid temperatures, respectively; / = 
I' /haLB'M and J = J' /haL6'M are the dimensionless forward 
and backward radiant heat fluxes, respectively; A = A'L and 
B = B'L are dimensionless absorption and back-scattering 
constants; C = 2ad'hf/haL is reduced emission coefficient, 
D = d'Cj/6'M is the ratio of cold to hot inlet fluid temperatures; 
R = pj-Cj-£/psCs(l - | ) is a ratio of volume heat capacities, 
T = hat/(I - i,)psCs and x = x'/L are the dimensionless 
time and position, respectively; and A = hLa/^pfCf is the re
duced bed length. 

Associated boundary conditions are constant fluid inlet 
temperatures, and cyclic steady state is reached when the solid 
and fluid temperature profiles along the regenerator at any 
time during the cycle are repeated during the next and subse
quent cycles; then 

0 = 1 , x = 0, Ar<T<JV+n„ (5) 

6 = 0, x=\, N+Uh<T<N+nh+nc (6) 

I=Ce0T
4/2 + r0J, x=0, N<T<N+Ilh+Ilc (7) 

J=CeLT4/2 + rLI, x=l, N<T<N+U„+IIC (8) 
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B' = back-scattering absorption constant 
Cf = fluid heat capacity, J/kgK 
Cs = solid heat capacity, J/kgK 
h = fluid-solid heat transfer coefficient, 
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direction, W/m2 
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r = reflectivity, /•„ at x' = 0 and rL at 

x' = L 
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v = fluid average velocity in the axial 

direction, m/s 
x' = bed axial position, m 

e = emissivity, e0 at x ' = 0 and eL at 
x ' = L 

T) = regenerator thermal ratio 
8' = fluid temperature, K 
£ = mean bed porosity 
p = density, kg/m3 

a = Stefan-Boltzmann constant, 
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Introduction 
Heat exchangers containing a heat storing mass are called 

"regenerators." The heat storing mass, usually formed of 
porous packing material, offers a large heat transfer surface to 
the fluids passing through it. Regenerators are reversed at 
fixed, usually regular, time intervals. The thermal storing 
mass removes heat from the hot fluid passing through it and 
after the reversal releases it to the cold fluid. The passages of 
the fluids, between which heat is exchanged, are separated in 
time but not spatially. Regenerators are clearly distinguished 
from recuperators by the fact that their operation depends not 
only on position but also on time, and an exact calculation is 
considerably more involved for regenerators than it is for 
recuperators. A comprehensive review article by Shah (1983) 
encompasses all aspects of regenerator theory. However, one 
finds that the radiation mechanism has not been directly con
sidered, except as a part of the heat exchange coefficient 
(Razelos and Benjamin, 1978) or by including an apparent 
thermal solid conductivity involving a solid-solid-fluid con-
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tact radiation effect (Olalde et al., 1980). With a high fluid 
temperature, it would seem appropriate to consider radiation 
energy transfer directly into the model equations, as is done in 
this work. Furthermore, in view of the attention focused in the 
last few years on the use of a porous bed as a solid matrix for 
energy storage in solar applications, this work also considers 
the effect of void fraction on the various heat transfer 
mechanisms. 

Governing Equations 
To represent the physical phenomena inside the regenerator, 

a heterogeneous system is considered and energy balances are 
taken around a differential volume of packed bed for the fluid 
and solid phases. The following simplifying assumptions are 
used in this work. 

(a) No losses to the surroundings. 
(b) Constant fluid and solid physical properties. 
(c) The solid bed may be characterized by a constant bulk 

porosity. 
(d) There are not internal temperature gradients in solid 

particles. 
(e) No fluid phase axial dispersion or conduction takes 

place. 
(/) Solid packing heat conduction in the direction of fluid 

flow is neglected. 
(g) The effects of residual fluid during the reversal period 

are not considered. 
{h) Constant fluid mass fluxes at each period and in plug 

flow. 
(0 The convective heat transfer coefficient does not include 

radiation and it varies only with bed porosity. 
(/) Fluids are transparent to radiation. The radiant heat 

transfer in the porous bed is carried out by transmission 
through the void space, by reflection, by absorption, and by 
reradiation. The medium is treated as an isotropic continuous 
material, and the radiant energy transfer through it is de
scribed by the two-flux model (Hamaker, 1947; Chen and 
Churchill, 1963), where the dispersed and reradiated energy is 
propagated only in the positive and negative axial directions. 

Then, the governing equations are in dimensionless form 

dT/dT = A(I+J)-ACT*-T+D+(l-D)d (1) 

Rdd/dT=(T-D)/(l-D)-d-(l/A)dd/dx (2) 

dI/dx=-(A+B)I+BJ+CATV2 (3) 

dJ/dx= (A+B)J-BI-CAT4/2 (4) 

where T = VIQ'y and d = (6' - B'cl)/(e'M - 6'd) are the 
dimensionless solid and fluid temperatures, respectively; / = 
I' /haLB'M and J = J' /haL6'M are the dimensionless forward 
and backward radiant heat fluxes, respectively; A = A'L and 
B = B'L are dimensionless absorption and back-scattering 
constants; C = 2ad'hf/haL is reduced emission coefficient, 
D = d'Cj/6'M is the ratio of cold to hot inlet fluid temperatures; 
R = pj-Cj-£/psCs(l - | ) is a ratio of volume heat capacities, 
T = hat/(I - i,)psCs and x = x'/L are the dimensionless 
time and position, respectively; and A = hLa/^pfCf is the re
duced bed length. 

Associated boundary conditions are constant fluid inlet 
temperatures, and cyclic steady state is reached when the solid 
and fluid temperature profiles along the regenerator at any 
time during the cycle are repeated during the next and subse
quent cycles; then 

0 = 1 , x = 0, Ar<T<JV+n„ (5) 

6 = 0, x=\, N+Uh<T<N+nh+nc (6) 

I=Ce0T
4/2 + r0J, x=0, N<T<N+Ilh+Ilc (7) 

J=CeLT4/2 + rLI, x=l, N<T<N+U„+IIC (8) 
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where n = haP/(\ - £)psCs is the reduced period and TV = 
«(IL, + n c ) , n being an integer. 

Numerical Procedure 
The orthogonal collocation method was applied to equa

tions (l)-(8) in order to convert the above system of partial 
differential equations into an initial value problem. The 
method assumes as solution a series of orthogonal Jacobi 
polynomials where the collocation points are the roots of these 
polynomials and the dependent variables are the solution 
values precisely at these points. Convergency trials indicated 
that six collocation points were sufficient for this problem. 
The numerical procedure was implemented in a Basic language 
written program, run on an HP-87 microcomputer and con
sisting of the following steps: 

(a) Initial profiles were assumed for the solid and fluid 
phases. 

(b) The Gauss elimination method was applied to solve the 
reduced algebraic system. 

(c) Temperature values were calculated by a Gear's 
predictor-corrector method. 

(d) It was checked, after a cycle, whether final temperature 
profiles obtained for the solid and fluid are equal to values 
assumed in (a). A maximum error of 0.1 percent was allowed; 
otherwise the cycle was restarted with the last calculated 
values. 

The values fixed for the dimensionless parameters defined 
above needed for the model simulation are given in Table 1 for 
five cases. Typical values for the absorption and dispersion 
coefficients, per unit of packed bed volume, were taken from 
the experimental work of Chen and Churchill (1963). Remain
ing values were estimated by assuming spherical particles of 3 
mm in diameter with an initial bed porosity of 0.35 and a bed 
length of 5 m. Time-averaged fluid outlet temperatures, d'hm 

for the hot and d'cm for the cold periods, were calculated by 
numerical integration and used for the computation of ther
mal effectiveness or ratio, r)h = {6'hj — B'hm)/(B'M — 0C',) and 

vc = (6cm - (>ci)/{0'M - e $ . 

Results and Discussion 
'Hausen (1983) proposed that the thermal ratio of a 

regenerator be represented only by two parameters, reduced 
length A and reduced period II. The first one is a measure of 
size of the regenerator relative to the thermal load imposed by 
the mass flow rate of the heating or cooling fluids, while the 
latter is a measure of period length relative to the heat capacity 
of the packing and the available surface area. In general 

Table 1 Parameter values for model simulation 

Case 

1 
2 
3 
4 
5 

A* 

45 
45 
45 
45 
45 

Ac 
35 
89 
55 
89 
89 

n* 
1.2 
1.2 
1.2 
1.2 
1.2 

nc 
1.9 
1.9 
1.9 
1.9 
1.9 

A 

6.1 
6.1 
6.1 
11.3 
3.9 

B 

7054 
7054 
7054 
3609 
11319 

C 

0.49 
0.49 
0.49 
0.91 
0.14 

D 

3.4 
3.4 
3.4 
1.65 
2.05 

terms, the larger the reduced length and the smaller the re
duced period, the greater the effectiveness of the regenerator. 
Hausen (1983) has produced a chart for r\ = rjh = tic over the 
range 0 < A < 50, valid for symmetric balanced systems, 
where Ah = Ac = A and II,, = n c = II. When Ah/U.h jt 
A£./IIC, then the regenerator is said to be unbalanced and the 
thermal ratios are not equal. Hausen (1983) considers the use 
of "harmonic means" defined as l/nharmonic = (1/IIA + 
l / ILJ /2 and l/Aharmonic = (nA/AA + n c /A c)/2nh a r m o n i c to 
characterize the equilibrium condition in terms of a symmetric 
system. Analytical solutions can be found for balanced 
systems; however, for unbalanced systems most of the 
published results are numerical, the main reason for this study 
being to analyze five cases for an unbalanced regenerator. 

(a) Numerical Results Without Radiation 
(al) Unbalanced Systems and a Very Low Value for the 

Fluid-Solid Heat Capacity Ratio (R = 0.001). If one in
tegrates in space and time equations (1) and (2) (excluding 
radiation and neglecting the fluid heat capacity), and takes in
to account the cyclic equilibrium conditions, then an expres
sion relating the thermal ratios is obtained: (Jlh/Ah)i)h = 
(nc/Ac)»jc. One may further apply the approximate method 
described by Shah (1985) in order to obtain the unbalanced 
thermal ratios from a balanced one by using the above defined 
harmonic means. This is done as shown in Table 2, where cor
responding approximate values are compared with numerical 
results obtained in this work for cases 1, 2, and 3 of Table 1 
and for R = 0.001. In general, all values obtained are in 
agreement. 

(a2) Unbalanced Systems and High Values for the 
Fluid-Solid Heat Capacity Ratio (0.3 < R < 0.86). In 
Hausen's approach to the theory of thermal regenerators, the 
R parameter does not appear since for a gas-solid system it 
would be very small. The number R represents the fluid to 
solid heat capacity or relaxation time ratio and it can be 
significant for different kind of packed beds. For instance, R 
values may vary from 1 for water, to 0.3 for iron-sodium, to 
0.001 for air packed beds. Because of the importance of new 
systems for solar energy storage (particularly packed beds of 
iron spheres with liquid sodium coolant for solar central 
receiver power plants, and also packed beds with water as a 
fluid for storage in adsorbent materials), a range of R values 
between 0.3 and 0.86 was also used for the simulation. Ther
mal ratios for these cases are also shown in Table 2, where 
now differences are observed when compared with the cor
responding low heat capacity ratio. 

(b) Numerical Results With Radiation. Influence of 
Radiation Parameters and Bed Porosity. Numerical simula
tions were done for cases 2, 4, and 5 of Table I, whereby 
radiation parameters were the only values changed while 
others were kept constant and equal to case 2, and compared 
with results obtained for same runs but solving without radia
tion. Little difference in temperature profiles and thermal 
ratios was observed. It seems that for this range of values used 
the radiation process does not constitute the predominant 
mechanism for heat transfer. The effect of bed porosity was 
also considered, taking into account that changes in £ will af
fect simultaneously radiation and convection processes. It was 

Table 2 Comparison of model predictions for an unbalanced system without radiation 

Case 1 Case 2 Case 3 

•^harmonic 
^harmonic 

R„ 
Rc 

Vc 

36.32 
1.47 

0.001 0.30 
0.001 0.86 

0.991 0.999* 0.997 
0.504 0.496* 0.952 

'Calculated by the approximate method. 

61.23 
1.47 

0.001 
0.001 

0.796 0.789* 
0.999 0.999* 

0.45 
0.30 
0.995 
0.984 

48.03 
1.47 

0.001 
0.001 

0.999 0.999* 
0.786 0.780* 

0.40 
0.50 
0.999 
0.931 
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Table 3 Variation of regenerator thermal ratio with bed 
porosity 

Without With 
radiation radiation 

£ = 0.35 0.976 0.983 
£ = 0.40 0.900 0.920 
£ = 0.60 0.897 0.967 
£ = 0.80 0.825 0.974 

assumed that the heat transfer coefficient for a porous bed 
varied proportional to ((1 - £)/£2)'-6 according to Olalde et 
al. (1980). Also, the dispersion coefficient B was assumed to 
be proportional to the solid fraction in the bed (1 - £)> 
following Flamant (1982); and making use of Chen and 
Churchill (1963) work, a relation for A and C parameters 
was deduced such that C was found to be proportional to 
£3M/(1 - £)2,6. The specific surface area a was supposed to 
vary with (1 - £) since the characteristic length of the particle 
would be unchanged. From the above analysis, one would ex
pect the following variations for the reduced length and 
period: 

A«(l - £)2-6/£4-2 and IIoc((l - £)/£2)''6 (9) 
In Table 3, thermal ratios are shown for four different 

values of bed porosity with and without radiation. An ap
parent minimum is observed on the thermal ratio for £ = 0.4, 
wheres no minimum is present when radiation is not ac
counted for. It seems from these results that the convection-
conduction mechanism is predominant at low bed porosity 
while radiation overtakes at higher porosity. 
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The Effect of Heat Generation on the Convective Heat 
Transfer in a Tube of Elliptical Cross Section Main
tained Under Constant Wall Temperature 

M. A. Ebadian,1 H. C. Topakoglu,2 and O. A. Arnas3 

Introduction 
The analysis of convective heat transfer within a pipe of 

elliptical cross section from Ebadian et al. (1985) is extended 
to the case of a heat-generating fluid. Using the method of 
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successive approximations, the temperature distribution in 
any section of the pipe is obtained. On the basis of this 
temperature field, the Nusselt number is obtained as a func
tion of the ellipticity m of the cross section of the pipe, and the 
dimensionless heat generation number 7. 

For the dimensionless heat generation number 7 = 3.01 (Ar
nas et al., 1985), the variation of Nusselt number with the 
ellipticity of the cross section is plotted and compared with the 
case of no heat generation. A further comparison is made be
tween the ratio of Nusselt number for the case with heat 
generation (7= 3.01) to the Nusselt number for the case of no 
heat generation (7 = 0.0). 

Energy Equation 
The steady-state energy equation where viscous dissipation 

and axial heat conduction are negligible is given by Ebadian et 
al. (1986) as 

/ T0-T \ dTm /fit d^t H\ 
K-f^T^)w-^="0l{-d^+lW+T) (1) 

where 

X, Y are the rectangular coordinates in the cross section of 
the pipe, m 

Z is the coordinate along the pipe, m 
t is the temperature under constant wall temperature con

dition, K 
T is the temperature under constant wall heat flux condi

tion, K 
T0 is the wall temperature, K 
T,„ is the mixed mean temperature, K 
a is the thermal diffusivity, m2/s 
k is the thermal conductivity W/m-K 
W is the velocity along the pipe, m/s 
H is the heat generation volume density, W/m3 

The semi-major and semi-minor axes of the elliptic section 
are denoted by A and B, respectively, and the mean semi-axis 

L=±-(A+B) (2) 

is chosen as the reference length; the following dimensionless 
variables, lower case letters, are introduced 

v F 
X=Lx, Y=Ly, Z = Lz, W=—w, H=—-h (3) 

where F denotes an arbitrary reference heat flux and v is the 
kinematic viscosity of the fluid. 

The dimensionless velocity in an elliptic pipe expressed in 
elliptic coordinates is (Ebadian et al., 1986) 

w = (Re)(w0 - w2 cos 2rj) (4) 
with 

. , mA 2m1 

w0 = l + m4-e-^r, >v2= 1 + m 4 w0 (5) 

where m is the ellipticity of the section given as 

-K'-4-)/(-4-)r 
and £ and i? are nondimensional elliptic coordinates. 

The Reynolds number Re involved in equation (4) is 
equivalent to that Reynolds number which would occur in a 
circular pipe of radius L maintained under the same pressure 
gradient as that of the elliptic pipe (Topakoglu and Arnas, 
1974). 

Temperature Distribution for Constant Wall Heat Flux 
Condition 

The energy equation to be satisfied by e in elliptic coor
dinates is (Topakoglu and Arnas, 1974) 
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Table 3 Variation of regenerator thermal ratio with bed 
porosity 

Without With 
radiation radiation 

£ = 0.35 0.976 0.983 
£ = 0.40 0.900 0.920 
£ = 0.60 0.897 0.967 
£ = 0.80 0.825 0.974 

assumed that the heat transfer coefficient for a porous bed 
varied proportional to ((1 - £)/£2)'-6 according to Olalde et 
al. (1980). Also, the dispersion coefficient B was assumed to 
be proportional to the solid fraction in the bed (1 - £)> 
following Flamant (1982); and making use of Chen and 
Churchill (1963) work, a relation for A and C parameters 
was deduced such that C was found to be proportional to 
£3M/(1 - £)2,6. The specific surface area a was supposed to 
vary with (1 - £) since the characteristic length of the particle 
would be unchanged. From the above analysis, one would ex
pect the following variations for the reduced length and 
period: 

A«(l - £)2-6/£4-2 and IIoc((l - £)/£2)''6 (9) 
In Table 3, thermal ratios are shown for four different 

values of bed porosity with and without radiation. An ap
parent minimum is observed on the thermal ratio for £ = 0.4, 
wheres no minimum is present when radiation is not ac
counted for. It seems from these results that the convection-
conduction mechanism is predominant at low bed porosity 
while radiation overtakes at higher porosity. 
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The Effect of Heat Generation on the Convective Heat 
Transfer in a Tube of Elliptical Cross Section Main
tained Under Constant Wall Temperature 

M. A. Ebadian,1 H. C. Topakoglu,2 and O. A. Arnas3 

Introduction 
The analysis of convective heat transfer within a pipe of 

elliptical cross section from Ebadian et al. (1985) is extended 
to the case of a heat-generating fluid. Using the method of 
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successive approximations, the temperature distribution in 
any section of the pipe is obtained. On the basis of this 
temperature field, the Nusselt number is obtained as a func
tion of the ellipticity m of the cross section of the pipe, and the 
dimensionless heat generation number 7. 

For the dimensionless heat generation number 7 = 3.01 (Ar
nas et al., 1985), the variation of Nusselt number with the 
ellipticity of the cross section is plotted and compared with the 
case of no heat generation. A further comparison is made be
tween the ratio of Nusselt number for the case with heat 
generation (7= 3.01) to the Nusselt number for the case of no 
heat generation (7 = 0.0). 

Energy Equation 
The steady-state energy equation where viscous dissipation 

and axial heat conduction are negligible is given by Ebadian et 
al. (1986) as 

/ T0-T \ dTm /fit d^t H\ 
K-f^T^)w-^="0l{-d^+lW+T) (1) 

where 

X, Y are the rectangular coordinates in the cross section of 
the pipe, m 

Z is the coordinate along the pipe, m 
t is the temperature under constant wall temperature con

dition, K 
T is the temperature under constant wall heat flux condi

tion, K 
T0 is the wall temperature, K 
T,„ is the mixed mean temperature, K 
a is the thermal diffusivity, m2/s 
k is the thermal conductivity W/m-K 
W is the velocity along the pipe, m/s 
H is the heat generation volume density, W/m3 

The semi-major and semi-minor axes of the elliptic section 
are denoted by A and B, respectively, and the mean semi-axis 

L=±-(A+B) (2) 

is chosen as the reference length; the following dimensionless 
variables, lower case letters, are introduced 

v F 
X=Lx, Y=Ly, Z = Lz, W=—w, H=—-h (3) 

where F denotes an arbitrary reference heat flux and v is the 
kinematic viscosity of the fluid. 

The dimensionless velocity in an elliptic pipe expressed in 
elliptic coordinates is (Ebadian et al., 1986) 

w = (Re)(w0 - w2 cos 2rj) (4) 
with 

. , mA 2m1 

w0 = l + m4-e-^r, >v2= 1 + m 4 w0 (5) 

where m is the ellipticity of the section given as 

-K'-4-)/(-4-)r 
and £ and i? are nondimensional elliptic coordinates. 

The Reynolds number Re involved in equation (4) is 
equivalent to that Reynolds number which would occur in a 
circular pipe of radius L maintained under the same pressure 
gradient as that of the elliptic pipe (Topakoglu and Arnas, 
1974). 

Temperature Distribution for Constant Wall Heat Flux 
Condition 

The energy equation to be satisfied by e in elliptic coor
dinates is (Topakoglu and Arnas, 1974) 
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\dF+~w)e= ~h{X2-lm c o s 2 " > 

with 
+ G (E0 - E2 cos 2rj + E4 cos 4?;) 

G = cPe 

E0=x2w0 + m2w2 

E2=2m2w0+x2W2 

E,=m2w2 

(7) 

(8) 

7 1-m 4 . 1 1-m 8 . 
4 48 1+m 4 96 1+m 8 

1 1-m 8 . 1 1-m 4 m8
 / ( _, . Sx 

+ r - r ' " -. r ( l + 4m4 + m8) 
24 (1 + m4)2 144 1+m 4 1+m8 

J6= (1 - m4)(l + m4 + m8) 
24 

-¥+• 
m" 

F 
•/s= —-^m 

1 4 ( 1 - m 4 ) 3 1 m4 

- (1-m 8 ) 

where c is the dimensionless temperature gradient in the 
longitudinal direction and Pe is the Peclet number. 

The solution of the differential equation (7) using the 
boundary condition e = 0 for £ = 1 is 

e = h{f0+f2 cos 2TJ) + G(e0 + e2 cos 2»j + e4 cos 4rj) (9) 

where 

1 
/ „ = — (l + m 4 - x 2 ) 

1 r 1 + m8 "1 

eo=__^3(l + W
8)-4-TT^2+*4J 

m2 r . 1 + m8 ~1 
r 3(1 + m 8 ) - 4 r-x2 + x4 

+ m4 L ' 1+m 4 J 

(10) 

6 1 

e,= 
1 w4 r „ 1+m 8 ~| 

-ZT-* r *4 + 3 ( l + m 8 ) - 4 r x 2 

24 1+m 8 L 4 ' 1+m 4 2J 

6 (1+m4)2 8 1 + m' 

Temperature Distribution for Constant Wall Temperature 
Condition 

Defining the dimensionless temperatures as 

~t=-Yj?f a n d e'«=TFEm ( 1 6 ) 

equation (1) combines with equation (9) to give 

/ d2 d2 \ - G2 f 1 1 

+ A ^ o / o —i- / 2 ) ~ ^ - A * 2 + [£ o e 2 -E2e0 - y £ 2 e 4 

+ y £ 4 e 2 - A ( £ 2 / 0 - £ o / 2 ) + - i £ 4 / 2 + 2 - ^ — m 2 ] cos 2 , 

+ [ ^ 4 -~Y E2e2 +£ 4 e 0 + — (#1/0 — y - £2/2) J cos 4ij 

+ 
and 

[\E,e2 
1 l / i ' 

= H 4 +-F 
The mixed mean excess temperature E,„ for the temperature 

distribution, equation (9), is obtained from 

Em — * m T( °~~<H. WEdS (11) 

cos 6r) + —£'4e4 cos 8171 

(17) 

The solution satisfying the boundary condition 

f=0 for £ = 1 (18) 

is obtained as 

F = 

(12) 

(13) 

where p is the density, S and dS are the full and elemental 
cross-sectional areas, respectively, and Q is the mass rate of 
flow and is given as 

Q = 27r(/xuKRe/00 

where fiu is the coefficient of viscosity. 
After some algebra, one obtains 

FL J 

k -"oo 
where 

_ 1 (1 -m 4 ) 3 

00~ 4 1 + m4 

J=h(J6 + Js) + G(J0 + J2 + J,) 

and 
1 1-m 4 . , 5 1-m 4 

Jo = ^ r -; r ( ! + w ) + H 1 + w X1 

32 1 + m 4 ' 96 1+m 4 A 

? = {a0 + a2 cos 2r) + a4 cos 4i? 

+ «6 cos 67; + as cos 8);) (19) 

where a0, a2, a4, a6, a8 are given by Ebadian et al. (1985). 
These coefficients depend on the ellipticity m and on the 
dimensionless number 

7 = -
h LH 

kcPe 
(20) 

which will be called the heat generation number (Arnas et al., 
1985). 

The mixed mean temperature for f is 

(14) ' O L 
WTdS (21) 

After substituting equations (3), (16), and (19) into equation 
(21), equation (21) becomes 

T = — 
FL J 

(22) 

rrf 

+ 4m4 + m8) (1 - m16) 
128 v ' 

r 1 l - m 4 5 
L 3 1 + w4 48 

where 

(1+m4)2 

1 1+m 8 1 
+ r ( l - 3m8 + 3m4 - m12) 

9 1 + m4 J 
(15) j2=—2-(x2-2m2 cos 2ij) (23) 
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Fig. 1 Temperature ratio distribution along major diameter 
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Fig. 2 Nusselt number variation versus ellipticity factor 

Fig. 3 Nusselt number ratio versus ellipticity factor 

After some calculations and then grouping similar terms 
together, one obtains 

J G 
-pr = ( - / o i+^ i+A i ) (24) 

in which the factors J0 ] , J2i, J4i are expressions depending on
ly on the ellipticity of the cross section and the heat generation 
number and are given by Ebadian et al. (1985), 

Defining a dimensionless mixed mean temperature for fm 

by 

im=UTm (25) 

the dimensionless temperatures can now be expressed by 

/ T-T0 \ for constant wall temperature = 
/ 

(26) 

In Fig. 1, we have plotted equation (26) when the heat 
generation number is 7 = 3.01 and the ellipticity is m = 0.4. 
This corresponds to many practical nuclear engineering ap
plications (Arnas et al., 1985). 

The Nusselt number expression based on the hydraulic 
diameter of the elliptic section is obtained as 

Nu = 
D «od) 
L Jftl + / , , + J A, 

where 

D 

T 
T T 2 ( 1 - W 2 ) 

(27) 

(28) 

The quantity E{ in equation (28) is the complete elliptic in 
tegral of the second kind which is a function of the eccentric! 
ty, 2m(l +tn2), of the elliptic periphery. 

The other factor in equation (27) is 

«o(D = 4 - [2^ io + 510(1 + m8) + 2£10](1 - m8) 

-~(m"Cl0 + Ao)(l -m*)--^Cw(l ~mn) 
l o 

+ 7[y( f i ioo + w 4 A o o ) ( l - w 4 ) - ^ 1 o o + CJOO)(l-'«8) 

+ -^Dm(l-m»)- 1 ( g m ) c H F 

2 G 
(1-m4)] (29) 

where (e„,)CHF refers to the constant heat flux and the factors 
^io> -#io> Cio> ^io > -^10. ^ioo> 5ioo> Cioo. -Cioo a r e given by 
Ebadian et al. (1985). 

The Nusselt number given in equation (27) is the result of 
the first successive approximation of the convective heat 
transfer problem for constant wall temperature condition. 
Further successive approximation will make the result more 
accurate. A check of Nusselt number for the almost circular 
case is found as 3.7288. If m is taken as zero, this will ap
proach the well-known value of 3.6568. Also, it was observed 
by Ebadian et al. (1986) that in the case of no heat generation, 
the first iteration produces a very satisfactory solution. It is 
assumed that this is still true for the problem with heat 
generation. 

Discussion and Remarks 
It is found that the temperature distribution over the cross 

section and the Nusselt number at the wall depend on two 
parameters: 

(0 the ellipticity of the cross section m; and 
(ii) the heat generation number 7. 

In Fig. 1, representative curves for the temperature profiles 
plotted along the major diameter of the cross section of the 
pipe illustrate the temperature distributions with no heat 
generation. When heat generation is included, the temperature 
varies less over the cross section of the pipe than the case of no 
heat generation. It must be noted that the temperature ratio 
for each curve is in reference to its own bulk temperature. 
Therefore, the two curves in each figure cannot be compared 
to each other directly. 

Figure 2, which shows the variation of the Nusselt number 
with the ellipticity of the section for 7 = 3.01, includes another 
curve corresponding to the case of no heat generation. The 
quantitative increase of Nusselt number with the selected heat 
generation number can be obtained from Fig. 2 for any value 
of ellipticity m. 

The effect of heat generation on the Nusselt number when 
7 = 3.01 is presented in Fig. 3. It is found that the increase of 
Nusselt number for 7 = 3.01 is not very sensitive to the shape 
of the cross section. However, it increases slightly with ellip
ticity of the section. Figure 3 also shows that the Nusselt 
number with 7 = 3.01 is about two times larger than the 
Nusselt number with no heat generation. In the particular case 
of a circular section, m = 0, the presence of heat generation 
causes an 81 percent increase in the Nusselt number for 
7 = 3.01. 
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Table 1 Nusselt number with heat/generation (7 = 0.0, 0.5,1.0,1.5, 2.0, 
2.5, 3.01, 3.5, 4.0, 5.0) 

Ellipticity 

m 

0.00005 

0.20000 

0.40000 

0.60000 

0.80000 

0.98000 

Nusselt Number 

Y= 0 y = 0.5 y= 1.0 y= 1.5 y= 2.0 y= 2.5 K=3.oi y=3.5 y = 4.0 y=5.o 

3.728305 

3.732506 

3.785217 

4.000550 

4.502069 

5.221236 

5.038157 

5.099242 

5.769099 

7.635196 

9.431917 

12.834570 

6.612230 

6.695199 

7.151921 

7.914338 

9.421855 

12.81456 

6.820794 

6.898531 

7.242018 

7.877586 

9.416569 

12.80486 

S. 736606 

6.811865 

7.156838 

7.834785 

9.413567 

12.80126 

6.632177 

6.706161 

7.069104 

7.801848 

9.411651 

12.80026 

6.543418 

6.616561 

6.996649 

7.776612 

9.410304 

12.80025 

6.475880 

6.548429 

6.941772 

7.757991 

9.409357 

12.80011 

6.376955 

6.448641 

6.861138 

7.730933 

9.408034 

12.80009 

6.310929 

6.382024 

6.806921 

7.712766 

9.407175 

12.80008 

Pipe Flatness 

A/B 

1.0000 

1.0833 

1.3810 

2.1250 

4.5556 

49.5051 

figuration has both an unheated inlet and outlet region and 
produces a confined wall plume, which rises between the 
parallel plates that form the channel walls. 

In the present study, a thermal source of length / was placed 
on one wall of a vertical channel formed by two plates of 
length L separated a distance b (Fig. 1). The thermal source 
was located a distance d downstream of the channel inlet. The 
local distance x along the plate was measured from the leading 
edge of the source. A dimensional analysis for this problem in
dicates that the local Nusselt number Nux can be correlated in 
terms of the local Rayleigh number Rax, the Prandtl number 
Pr, a dimensionless distance x/l, and three geometric ratios, 
L/l, d/l, and b/l. 

Most studies of natural convection in vertical channels have 
only considered cases with uniform thermal boundary condi
tions that extend over the entire surface, i.e., L/l=l and 
d/l = Q. A recent contribution in this area is the paper by Wirtz 
and Stutzman (1982). 

Few studies have considered natural convection heat 
transfer from discrete thermal sources located on the wall of a 
vertical channel. Aung et al. (1973) measured the heat transfer 
from a uniform distribution of discrete thermal sources using 
vertical channels formed by printed circuit boards. Oosthuizen 
(1984) solved the governing equations for natural convection 
in a vertical channel with symmetric heating, d/l=0, and an 
adiabatic extension at the channel exit, L/l>\. Haaland and 
Sparrow (1983) obtained similar results in a numerical study 
of a channel plume and a parallel-walled chimney. Recently 
Wirtz and Haag (1985) examined the effect of an unheated en
try length, d//>0, on natural convection between isothermal 
parallel plates. However, no studies are available that consider 
the effect of both an unheated inlet and an unheated outlet 
region. 

Experimental Apparatus 
For the experiments, a channel was formed from two plates. 

The plate with the thermal source was 3.2 mm thick and 
measured 114.3 x 304.8 mm (L x w). The thermal source con
sisted of a resistance heater, one-mil stainless steel shim stock, 
12.7x304.8 mm (/xw), mounted on a phenolic substrate. 
Upstream and downstream sections of the plate were con
structed of balsa wood and epoxied to the phenolic. Unfor
tunately, this design did not give well-controlled boundary 
conditions because of conduction from the heater into the 
balsa wood sections. The other plate, also of balsa wood, was 
6.4 mm thick and measured 114.3x304.8 mm. The total 

Although Figs. 1, 2, and 3 use only 7 = 3.01, the results are 
nevertheless conclusive, showing the effect of heat generation. 
Other values of 7 may be used for given situations, as given in 
Table 1. 
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Table 1 Nusselt number with heat/generation (7 = 0.0, 0.5,1.0,1.5, 2.0, 
2.5, 3.01, 3.5, 4.0, 5.0) 

Ellipticity 

m 

0.00005 

0.20000 

0.40000 

0.60000 

0.80000 

0.98000 

Nusselt Number 

Y= 0 y = 0.5 y= 1.0 y= 1.5 y= 2.0 y= 2.5 K=3.oi y=3.5 y = 4.0 y=5.o 

3.728305 

3.732506 

3.785217 

4.000550 

4.502069 

5.221236 

5.038157 

5.099242 

5.769099 

7.635196 

9.431917 

12.834570 

6.612230 

6.695199 

7.151921 

7.914338 

9.421855 

12.81456 

6.820794 

6.898531 

7.242018 

7.877586 

9.416569 

12.80486 

S. 736606 

6.811865 

7.156838 

7.834785 

9.413567 

12.80126 

6.632177 

6.706161 

7.069104 

7.801848 

9.411651 

12.80026 

6.543418 

6.616561 

6.996649 

7.776612 

9.410304 

12.80025 

6.475880 

6.548429 

6.941772 

7.757991 

9.409357 

12.80011 

6.376955 

6.448641 

6.861138 

7.730933 

9.408034 

12.80009 

6.310929 

6.382024 

6.806921 

7.712766 

9.407175 

12.80008 

Pipe Flatness 

A/B 

1.0000 

1.0833 

1.3810 

2.1250 

4.5556 

49.5051 

figuration has both an unheated inlet and outlet region and 
produces a confined wall plume, which rises between the 
parallel plates that form the channel walls. 

In the present study, a thermal source of length / was placed 
on one wall of a vertical channel formed by two plates of 
length L separated a distance b (Fig. 1). The thermal source 
was located a distance d downstream of the channel inlet. The 
local distance x along the plate was measured from the leading 
edge of the source. A dimensional analysis for this problem in
dicates that the local Nusselt number Nux can be correlated in 
terms of the local Rayleigh number Rax, the Prandtl number 
Pr, a dimensionless distance x/l, and three geometric ratios, 
L/l, d/l, and b/l. 

Most studies of natural convection in vertical channels have 
only considered cases with uniform thermal boundary condi
tions that extend over the entire surface, i.e., L/l=l and 
d/l = Q. A recent contribution in this area is the paper by Wirtz 
and Stutzman (1982). 

Few studies have considered natural convection heat 
transfer from discrete thermal sources located on the wall of a 
vertical channel. Aung et al. (1973) measured the heat transfer 
from a uniform distribution of discrete thermal sources using 
vertical channels formed by printed circuit boards. Oosthuizen 
(1984) solved the governing equations for natural convection 
in a vertical channel with symmetric heating, d/l=0, and an 
adiabatic extension at the channel exit, L/l>\. Haaland and 
Sparrow (1983) obtained similar results in a numerical study 
of a channel plume and a parallel-walled chimney. Recently 
Wirtz and Haag (1985) examined the effect of an unheated en
try length, d//>0, on natural convection between isothermal 
parallel plates. However, no studies are available that consider 
the effect of both an unheated inlet and an unheated outlet 
region. 

Experimental Apparatus 
For the experiments, a channel was formed from two plates. 

The plate with the thermal source was 3.2 mm thick and 
measured 114.3 x 304.8 mm (L x w). The thermal source con
sisted of a resistance heater, one-mil stainless steel shim stock, 
12.7x304.8 mm (/xw), mounted on a phenolic substrate. 
Upstream and downstream sections of the plate were con
structed of balsa wood and epoxied to the phenolic. Unfor
tunately, this design did not give well-controlled boundary 
conditions because of conduction from the heater into the 
balsa wood sections. The other plate, also of balsa wood, was 
6.4 mm thick and measured 114.3x304.8 mm. The total 

Although Figs. 1, 2, and 3 use only 7 = 3.01, the results are 
nevertheless conclusive, showing the effect of heat generation. 
Other values of 7 may be used for given situations, as given in 
Table 1. 
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Fig. 1 Vertical channel geometry

Flg.2 Interlerograms of a vertical channel with a flnlte·slzed thermal
source (bll = 0.508, UI =9.0, dll = 2.0): (a) Ra, = 2090, (b) Ra, = 3583, (c)
Ra,=6430

length of the channel was L = 114.3 mm. To form the channel,
holes were drilled at the four corners of each plate and the
plates were bolted together. Channel spacing was maintained
by gage blocks at each corner. The spacers and bolts
obstructed approximately 6 percent of the inlet flow area at
either end of the length traversed by the z axis.

The channel was suspended from an overhead frame in the
test beam of a Mach-Zehnder interferometer to insure that the
inlet and outlet regions were unobstructed. Local
temperatures and heat fluxes were obtained from infinite
fringe interferograms using standard techniques to reduce the
data. Complete details of the experiments are presented in
Ravine (1984). The uncertainty in the local and average
Nusselt and Rayleigh numbers is ± 8 percent with 95 percent
confidence.

Results

A series of runs were made with bll= 0.272, 0.508, and
0.962 and Rax < 7100 to investigate the influence of plate spac
ing on heat transfer. The local Rayleigh number Rax was
defined in terms of the local wall-to-ambient temperature dif
ference. In all of these runs LII=9.00 and dll=2.00. As
discussed by Ravine and Richards (1988), the heat transfer
from the heater when the channel spacing is very large,
bll» 1, can be predicted very accurately by assuming the
heater is a vertical flat plate of length I and using the local
wall-to-ambient temperature difference.

Figure 2 shows a series of three interferograms with a con
stant channel spacing, bl!= 0.508, and increasing values of

Ral' the average Rayleigh number based on the area-averaged
wall-to-ambient temperature difference and length I. Because
the infinite-fringe setting was used for the interferometer, the
fringes can be interpreted as isotherms. The temperature in
creases above the ambient value as the heater is approached.
In Fig. 2, the plate with the heater forms the left wall of the
channel. Because the heater plate was of a symmetric design,
an external wall plume on the left side of the photographs is
clearly visible. The channel inlet located at the bottom of the
photograph is partially obstructed by the plate supports;
however, the temperature in the inlet region is clearly the same
as the ambient. The interferograms show that the channel
walls are not truly adiabatic. Comparing Figs. 2(a), 2(b), and
2(c), it appears that beyond some value of xiI, which appears
to increase with increasing Ral, the temperature profile across
the channel is symmetric. If the walls were truly adiabatic and
the channel were extended far enough, the symmetric profile
would gradually decay until the fluid temperature in the chan
nel was uniform at any x position.

To quantify the effect of channel spacing, the measured
values of NuxRa; 114 for finite values of bll were plotted
against the ratio blx in Fig. 3. The quantity NuxRa;1I4 is a
constant for natural convection on a vertical flat plate, and the
ratio blx represents the ratio of hydraulic diameter, i.e., chan
nel spacing, to the distance measured from the leading edge of
the source. This approach was used by Keutsch (1949) to ex
amine the channel effect for natural convection between two
symmetrically heated vertical, parallel plates.

For blx> 2, the quantity NuxRa; 114 approaches a limiting
value for all the runs; however the limiting values all fall below
the value of 0,412 for an isolated flat plate. This behavior sup
ports the conclusion that near the leading edge of the heater a
boundary-layer-type flow exists. The magnitude of the con
stant of proportionality between Nux and Ra; 1/4 appears to
be function of both bll and Ral' For bll= 0.962 and 0.508, all
the data follow similar trends and approach the same limiting
value except for the case with the lowest Rayleigh number,
Ral =2090. For bll=0.272, the data fall significantly below
the other cases. Comparing these results with the results for
bll=0.962 at approximately the same Rayleigh number, it ap
pears that the reduction is primarily due to decreased channel
spacing. One possible explanation for this reduction is the in
crease in viscous drag that results when the channel spacing is
decreased.

For blx< 2, the values of NuxRa; 1/4 decrease with decreas
ing blx. At the smallest values of blx all of the data points ap
pear to fall on a line with a slope of approximately 0.5. This
type of behavior clearly demonstrates that as blx decreases the
local heat transfer coefficient dependence on x changes from
an X- 1I4 relation characteristic of a boundary-layer to an x- 5/4
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relation. This is another clear indication of the influence of 
channel spacing. Careful study of Fig. 3 also reveals that the 
value of b/x where this transition begins to occur is approx
imately 1.5 and, for these experiments, is independent of b/I. 
Because d/l and L/l were constant for all the experiments, the 
dependence on these parameters is unknown. 

In an attempt to come up with a predictive technique for 
this problem, the experimental data were compared with the 
correlation developed by Churchill (1967), which covers the 
complete range of flow regimes with isothermal boundary 
conditions 

Nu„ 

A RaJ M^Tb 
( ^ ) >"•]*,;»} 

where A = 1/24; Nub=hb/k; Raj = (gP/i>a)(Tw-T«,)b3 

(b/Lc); and Lc is a characteristic channel length, usually 
evaluated as the total channel height when the channel has 
uniform thermal boundary conditions. For the present data, 
when Lc was set equal to the total channel length L, the agree
ment was poor; however, when Lc was set equal to the heater 
length /, the data agreed favorably with Churchill's correla
tion. The comparison is shown in Fig. 4. For values of 
Raj > 100, the measured values fell approximately 10 percent 
below the predicted values; for Raj < 100, the deviation in
creased to as much as 30 percent. Because the Churchill cor
relation does not account for any unheated sections, the in
creased deviation with decreasing values of Raj may be the 

result of the unheated inlet and outlet sections in the present 
study. 

Only two previous studies, Oosthuizen (1984) and Wirtz and 
Haag (1985), consider the effects of unheated inlet and outlet 
regions. Oosthuizen predicted that an adiabatic outlet section 
augments the heat transfer process, placing his predictions 
above Churchill's correlation shown in Fig. 4. The data of the 
present study fall 35 to 60 percent below the values predicted 
by Oosthuizen. This deviation may be due to the presence of 
the unheated inlet section and the inability to maintain 
adiabatic conditions in the outlet section. 

The present data agree much more favorably with the 
results of Wirtz and Haag (1985) even though they only con
sidered an unheated inlet section. This comparison is shown in 
Fig. 5 using their notation. To use their correlations, the total 
length of the plate was assumed to equal the sum of the 
unheated inlet and the heater length, thus neglecting the outlet 
section. 

For the smallest channel spacings, which correspond to the 
smallest Rayleigh numbers, Wirtz and Haag underpredict the 
Nusselt number while Churchill overpredicts. At larger values 
of Rayleigh number, both correlations overpredict the Nusselt 
number. This indicates that at small Rayleigh numbers cor
responding to the fully developed flow region, the chimney 
formed by the unheated downstream section enhances the heat 
transfer when compared to a case without the downstream sec
tion. At larger Rayleigh numbers, the influence of both the 
upstream and downstream sections on the average Nusselt 
number does not appear to be significant. 

Conclusions 
Even though the data are limited, several conclusions can be 

drawn from these experiments. For the range of variables ex
amined here, definite channel effects were observed. Near the 
leading edge of the heater, the local Nusselt number exhibited 
a typical boundary-layer-like dependence on local Rayleigh 
number, however the proportionality constant was reduced 
below that of an isolated, vertical plate. Farther downstream 
on the heater surface, the local Nusselt number loses its 
boundary-layer-like characteristics and exhibited a stronger 
dependence on x. The average Nusselt numbers measured in 
the experiments were predicted fairly well using either Chur
chill's correlation for isothermal channels or Wirtz and 
Haag's correlation, which only accounts for the influence of 
the unheated inlet section. In either case, the channel length 
must be modified appropriately. The data do show that in the 
fully developed flow region, the unheated downstream section 
does enhance the natural convection heat transfer. 
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Natural Convection Heat Transfer From a Discrete 
Thermal Source on a Vertical Surface 

T. L. Ravine1 and D. E. Richards2 

Introduction 
This paper presents results of an experimental study of 

natural convection heat transfer from a discrete thermal 
source located on a vertical plate. The object of the paper is to 
present empirical evidence to support the use of laminar 
boundary-layer assumptions to model natural convection heat 
transfer from discrete thermal sources. 

In the present study, a discrete thermal source of length / 
was located on a vertical plate of length L. The thermal 
source, as shown in Fig. 1, was placed a distance d 
downstream of the plate leading edge, and produced a wall 
plume, which rose vertically along the plate. A dimensional 
analysis for this problem indicates that the local Nusselt 
number Nux can be correlated in terms of a local Grashof 
number Gr,., two geometric ratios L/l and d/l, a dimen-
sionless distance x/l, and the Prandtl number Pr. Note that 
the distance x, as shown in Fig. 1, is measured from the 
leading edge of the thermal source. 

Few investigators have considered natural convection from 
discrete thermal sources, and even fewer have done so ex
perimentally. Jaluria and Gebhart (1977) studied the case of a 
line source at the leading edge of a vertical plate; later Sparrow 
et al. (1978) considered a similar case with a finite-length ther
mal source. Jaluria (1982, 1984) also examined the case of 
multiple, discrete thermal sources on a vertical plate. These 
studies, which have been either analytical or numerical, have 
assumed that the laminar boundary-layer equations apply. In 
addition they have assumed that the leading edge of the plate 
and the thermal source coincide, i.e., d = Q. None of the 
studies have considered the full set of governing equations and 
investigated what if any impact moving the thermal source 
downstream of the plate leading edge has upon the heat 
transfer. 

Zinnes (1970), Carey and Mollendorf (1977), and Baker 
(1972) experimentally studied the buoyancy-induced flow pro
duced by a discrete thermal source on a vertical plate. Most 
recently Park and Bergles (1985) have investigated natural 
convection heat transfer from small thermal sources (5 mm x 5 
mm) that produce a three-dimensional plume. Only Baker 
(1972) and Park and Bergles (1985) report values for the local 
heat transfer coefficients. 

Experimental Apparatus 
For the experiments, a composite plate 3.2 mm thick was 

constructed, which measured 114.3x304.8 mm (Lxw) (Fig. 
1). The thermal source consisted of a resistance heater, one-
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Fig. 1 Single-plate test apparatus 

mil stainless steel shim stock, which measured 12.7x304.8 
mm (/ x w), mounted on a phenolic substrate. The upstream 
and downstream sections of the plate were made of balsa 
wood and epoxied to the phenolic section. This provided an 
unheated section (d=25.4 mm) upstream of the heater. Un
fortunately, this design did not produce a well-controlled con
stant heat flux or isothermal boundary condition at the heater 
surface. Conduction from the heater into the balsa sections 
also produced nonadiabatic boundary conditions immediately 
upstream and downstream of the heater. A similar problem 
has plagued other experimenters who have studied discrete 
thermal sources experimentally using air as the working fluid. 

For the experiments, the plate was suspended from an 
overhead frame and placed in the test beam of a Mach-
Zehnder interferometer. The test fluid for all conditions was 
atmospheric air. Local fluid temperatures and local heat 
fluxes at the wall were obtained from infinite-fringe in-
terferograms using standard technqiues to reduce the data. 
Complete details of the experiments and the data reduction are 
discussed by Ravine (1984). The estimated uncertainty in the 
local and average Nusselt and Rayleigh numbers is ± 8 per
cent with 95 percent confidence. 

Results 
Figure 2 shows an interferogram for the case where 

Ra, = 5774, L/7 = 9.00, and d/l=2.00. The average Rayleigh 
number Ra, is based on the source length and the area-
averaged wall-to-ambient temperature difference. Because the 
infinite-fringe setting was used for the interferometer, the 
fringes can be interpreted as isotherms. The temperature in
creases above the ambient value as the heater is approached. 
The vertical strings and horizontal pins used for alignment are 
clearly visible in Fig. 2 and can be identified by comparing it 
with Fig. 1. The numerous horizontal shadows that cross the 
field of view were produced by thermocouple wires and the 
heater connections. None of these wires intersected the flow 
field. 

As shown in Fig. 2, all of the isotherms grow out from the 
thermal source. Upstream of the heater, the isotherms in
tersect the plate at an angle indicating that the surface is not 
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Introduction 
This paper presents results of an experimental study of 

natural convection heat transfer from a discrete thermal 
source located on a vertical plate. The object of the paper is to 
present empirical evidence to support the use of laminar 
boundary-layer assumptions to model natural convection heat 
transfer from discrete thermal sources. 

In the present study, a discrete thermal source of length / 
was located on a vertical plate of length L. The thermal 
source, as shown in Fig. 1, was placed a distance d 
downstream of the plate leading edge, and produced a wall 
plume, which rose vertically along the plate. A dimensional 
analysis for this problem indicates that the local Nusselt 
number Nux can be correlated in terms of a local Grashof 
number Gr,., two geometric ratios L/l and d/l, a dimen-
sionless distance x/l, and the Prandtl number Pr. Note that 
the distance x, as shown in Fig. 1, is measured from the 
leading edge of the thermal source. 

Few investigators have considered natural convection from 
discrete thermal sources, and even fewer have done so ex
perimentally. Jaluria and Gebhart (1977) studied the case of a 
line source at the leading edge of a vertical plate; later Sparrow 
et al. (1978) considered a similar case with a finite-length ther
mal source. Jaluria (1982, 1984) also examined the case of 
multiple, discrete thermal sources on a vertical plate. These 
studies, which have been either analytical or numerical, have 
assumed that the laminar boundary-layer equations apply. In 
addition they have assumed that the leading edge of the plate 
and the thermal source coincide, i.e., d = Q. None of the 
studies have considered the full set of governing equations and 
investigated what if any impact moving the thermal source 
downstream of the plate leading edge has upon the heat 
transfer. 

Zinnes (1970), Carey and Mollendorf (1977), and Baker 
(1972) experimentally studied the buoyancy-induced flow pro
duced by a discrete thermal source on a vertical plate. Most 
recently Park and Bergles (1985) have investigated natural 
convection heat transfer from small thermal sources (5 mm x 5 
mm) that produce a three-dimensional plume. Only Baker 
(1972) and Park and Bergles (1985) report values for the local 
heat transfer coefficients. 

Experimental Apparatus 
For the experiments, a composite plate 3.2 mm thick was 

constructed, which measured 114.3x304.8 mm (Lxw) (Fig. 
1). The thermal source consisted of a resistance heater, one-
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Fig. 1 Single-plate test apparatus 

mil stainless steel shim stock, which measured 12.7x304.8 
mm (/ x w), mounted on a phenolic substrate. The upstream 
and downstream sections of the plate were made of balsa 
wood and epoxied to the phenolic section. This provided an 
unheated section (d=25.4 mm) upstream of the heater. Un
fortunately, this design did not produce a well-controlled con
stant heat flux or isothermal boundary condition at the heater 
surface. Conduction from the heater into the balsa sections 
also produced nonadiabatic boundary conditions immediately 
upstream and downstream of the heater. A similar problem 
has plagued other experimenters who have studied discrete 
thermal sources experimentally using air as the working fluid. 

For the experiments, the plate was suspended from an 
overhead frame and placed in the test beam of a Mach-
Zehnder interferometer. The test fluid for all conditions was 
atmospheric air. Local fluid temperatures and local heat 
fluxes at the wall were obtained from infinite-fringe in-
terferograms using standard technqiues to reduce the data. 
Complete details of the experiments and the data reduction are 
discussed by Ravine (1984). The estimated uncertainty in the 
local and average Nusselt and Rayleigh numbers is ± 8 per
cent with 95 percent confidence. 

Results 
Figure 2 shows an interferogram for the case where 

Ra, = 5774, L/7 = 9.00, and d/l=2.00. The average Rayleigh 
number Ra, is based on the source length and the area-
averaged wall-to-ambient temperature difference. Because the 
infinite-fringe setting was used for the interferometer, the 
fringes can be interpreted as isotherms. The temperature in
creases above the ambient value as the heater is approached. 
The vertical strings and horizontal pins used for alignment are 
clearly visible in Fig. 2 and can be identified by comparing it 
with Fig. 1. The numerous horizontal shadows that cross the 
field of view were produced by thermocouple wires and the 
heater connections. None of these wires intersected the flow 
field. 

As shown in Fig. 2, all of the isotherms grow out from the 
thermal source. Upstream of the heater, the isotherms in
tersect the plate at an angle indicating that the surface is not 
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Fig. 5 Boundary-layer temperature profiles measured along the ther
mal source (Ra, = 5774, dll = 2.00, and LII = 9.00)

pears to be relatively adiabatic, and as the plume rises it loses
energy back to the plate.

Dimensional heat transfer data for the case with Ra, = 5774
are presented in Fig. 3. It is clear from these results that the
thermal boundary condition provided by the heater was
neither a uniform heat flux nor an isothermal surface. The
local wall-to-ambient temperature difference was a minimum
at the heater leading edge and increased until it reached a max
imum value near x/I = 0.7. The existence of a maximum in the
surface temperature of the heater was attributed to the con
duction losses into the downstream balsa wood section. When
normalized to the area-averaged wall-to-ambient temperature
difference, the maximum deviation in local temperature dif
ference is - 22 percent and the average deviation is ± 8 per
cent. The local heat flux was a maximum at the heater leading
edge, was fairly uniform over the central portion of the heater,
0.2<x/I<0.65, and then decreased with increasing x/I. The
local heat transfer coefficient is also shown for comparison.
As expected, it decreased monotonically with increasing x/I.

Figure 4 shows local Nusselt number plotted versus local
Rayleigh number. The local Nusselt number and local
Rayleigh number are both based on the local wall-to-ambient
temperature difference. The nine data points shown
correspond to the points in Fig. 3 with 0.2 <x/l< 1. Using
only those data points in Fig. 3 with 0.098<x/l<0.8, a cor
relation for local Nusselt number was developed: Nux = 0.388
Ra~·258. When compared with a published correlation for an
isothermal, vertical flat plate in air, Nux =0.412 RaJ.25, the
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Fig. 3 Measured local heat flux, surface temperature, and heat transfer
coefficient along the thermal source (Ra, = 5774, dll = 2.00, and
LII= 9.00)

Fig. 2 Interferograms of a vertical flat plate with a discrete thermal
source (Ra, = 5774, dll = 2.00, and UI = 9.00)

adiabatic. This region extends upstream of the heater approx
imately 1/2 heater length for Ra, = 5774. Experiments at lower
values of Ra, showed that as Ra, decreased, this nonadiabatic
region extended farther upstream. This can be explained by
recognizing that as Ra, is decreased, the buoyancy flow
decreases and conduction in the wall can extend further
upstream from the heater. Note, however, that the
temperature gradient, which is proportional to local heat flux,
is significantly smaller in this region than on the heater sur
face. Downstream of the heater, the wall plume is clearly visi
ble. Again in this region, the isotherms intersect the wall at an
angle. Immediately downstream of the heater, the wall ap-
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scatter was within ± 5 percent. Using the area-averaged wall-
to-ambient temperature difference, the average Nusselt 
number Nu, for Ra, = 5774 was 5 percent below the predicted 
value for an isothermal plate of length /. 

The measured temperature profiles in the fluid adjacent to 
the heater at x/l= 0.293 and 0.684, i.e., Rax = 145 and 1848, 
are presented in Fig. 5. The local temperature difference is 
plotted using similarity variables for a natural convection 
boundary layer on an isothermal surface. For comparison, the 
boundary-layer temperature profile for an isothermal flat 
plate (Ostrach, 1953) is also presented. The agreement be
tween the measured profiles and the theoretical profile is ex
cellent. Note that the distance for boundary-layer growth was 
measured from the leading edge of the heater, although the in-
terferograms clearly show that the plate upstream of the 
heater is not adiabatic. 

Conclusions 
Even though the data are limited, several conclusions can be 

drawn from this study. First, even though the boundary condi
tions obtained in these experiments differed from the classical 
uniform heat flux or uniform temperature conditions and 
unheated sections were located upstream and downstream of 
the heater, the local and average Nusselt numbers measured 
on the heater surface compared very favorably with those 
predicted for an isothermal flat plate of length /. Second, the 
temperature profiles measured in the fluid adjacent to the 
heater surface showed excellent agreement with the profiles 
predicted for natural convection boundary layers. Third, the 
unheated sections upstream and downstream of the heater did 
not appear to influence the thermal boundary-layer growth on 
the heater because the data correlates well with traditional flat 
plate correlations for a plate of length /, the heater length; 
thus, the results are independent of d/l and L/l. Finally, these 
experiments demonstrate that the laminar boundary-layer 
equations should be valid for predicting heat transfer for this 
type of flow as long as Rax > 145. 
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Two-Dimensional Transient Temperature Distribution 
Within a Metal Undergoing Multiple Phase Changes 
Caused by Laser Irradiation at the Surface 

A. Minardi1 and P. J. Bishop2 

Nomenclature 
a = laser beam radius, cm 

cp = specific heat capacity, J/g-K 
D = depth, cm 

f,F= fraction of element transformed: 
/—in present interval, F—in all 
previous time intervals 

H = latent heat, J/g 
k = thermal conductivity, J/cm-s-K 
Q = absorbed laser intensity, W/cm 
r = radial coordinate, cm 
T = element temperature, K 

T0 = ambient temperature, K 
z = coordinate in laser beam direction, 

cm 
a = absorptivity 
<p = density, g/cm3 

Subscripts 
m = melt 
v = vapor 

Introduction 
Metal-laser interactions have become increasingly impor

tant due to advances in laser-machining processes, laser 
weaponry, and rocket propulsion using laser beams. 

An interesting physical phenomenon that is not well 
understood is the interaction of the metal plasma above a sur
face with a laser beam. This phenomenon, called thermal 
coupling, has been experimentally observed by Maher and 
Hall (1980) when a metal surface's ability to absorb energy in
creases dramatically. This study is the first step in under
standing the physical aspects of laser-metal interactions. It 
deals exclusively with the sensible heating and phase transfor
mations within the metal. Several one-dimensional models 
have been developed previously (Harrach, 1977) that deal 
specifically with laser-metal interactions. Other multidimen
sional models have been developed (Shamsundar and Spar
row, 1975) that are more general and demonstrate a solution 
technique for Stefan problems. Most studies that deal with the 
laser irradiation of metal assume that the laser beam power 
density is spatially constant, that the thermophysical proper
ties are constant even as the metal is changing phase, and in 
papers by Bar-Isaac and Korn (1973) and Paek and Gagliano 
(1972) that the liquid phase can be neglected because the heat 
of fusion is small when compared to the latent heat of 
vaporization. 

Although most models neglect the natural convection, other 
papers, such as by Sparrow et al., (1977), have considered this 
effect and found it to be of importance at low energy fluxes. 

This study assumes that the laser beam has a spatial varia
tion, and thus a two-dimensional model for the temperature 
distribution within the substrate is required. Further, it was 
assumed at first that the thermophysical properties are con
stant, but modifications were made to allow for different ther-
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scatter was within ± 5 percent. Using the area-averaged wall-
to-ambient temperature difference, the average Nusselt 
number Nu, for Ra, = 5774 was 5 percent below the predicted 
value for an isothermal plate of length /. 

The measured temperature profiles in the fluid adjacent to 
the heater at x/l= 0.293 and 0.684, i.e., Rax = 145 and 1848, 
are presented in Fig. 5. The local temperature difference is 
plotted using similarity variables for a natural convection 
boundary layer on an isothermal surface. For comparison, the 
boundary-layer temperature profile for an isothermal flat 
plate (Ostrach, 1953) is also presented. The agreement be
tween the measured profiles and the theoretical profile is ex
cellent. Note that the distance for boundary-layer growth was 
measured from the leading edge of the heater, although the in-
terferograms clearly show that the plate upstream of the 
heater is not adiabatic. 

Conclusions 
Even though the data are limited, several conclusions can be 

drawn from this study. First, even though the boundary condi
tions obtained in these experiments differed from the classical 
uniform heat flux or uniform temperature conditions and 
unheated sections were located upstream and downstream of 
the heater, the local and average Nusselt numbers measured 
on the heater surface compared very favorably with those 
predicted for an isothermal flat plate of length /. Second, the 
temperature profiles measured in the fluid adjacent to the 
heater surface showed excellent agreement with the profiles 
predicted for natural convection boundary layers. Third, the 
unheated sections upstream and downstream of the heater did 
not appear to influence the thermal boundary-layer growth on 
the heater because the data correlates well with traditional flat 
plate correlations for a plate of length /, the heater length; 
thus, the results are independent of d/l and L/l. Finally, these 
experiments demonstrate that the laminar boundary-layer 
equations should be valid for predicting heat transfer for this 
type of flow as long as Rax > 145. 
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Nomenclature 
a = laser beam radius, cm 

cp = specific heat capacity, J/g-K 
D = depth, cm 

f,F= fraction of element transformed: 
/—in present interval, F—in all 
previous time intervals 

H = latent heat, J/g 
k = thermal conductivity, J/cm-s-K 
Q = absorbed laser intensity, W/cm 
r = radial coordinate, cm 
T = element temperature, K 

T0 = ambient temperature, K 
z = coordinate in laser beam direction, 

cm 
a = absorptivity 
<p = density, g/cm3 

Subscripts 
m = melt 
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Introduction 
Metal-laser interactions have become increasingly impor

tant due to advances in laser-machining processes, laser 
weaponry, and rocket propulsion using laser beams. 

An interesting physical phenomenon that is not well 
understood is the interaction of the metal plasma above a sur
face with a laser beam. This phenomenon, called thermal 
coupling, has been experimentally observed by Maher and 
Hall (1980) when a metal surface's ability to absorb energy in
creases dramatically. This study is the first step in under
standing the physical aspects of laser-metal interactions. It 
deals exclusively with the sensible heating and phase transfor
mations within the metal. Several one-dimensional models 
have been developed previously (Harrach, 1977) that deal 
specifically with laser-metal interactions. Other multidimen
sional models have been developed (Shamsundar and Spar
row, 1975) that are more general and demonstrate a solution 
technique for Stefan problems. Most studies that deal with the 
laser irradiation of metal assume that the laser beam power 
density is spatially constant, that the thermophysical proper
ties are constant even as the metal is changing phase, and in 
papers by Bar-Isaac and Korn (1973) and Paek and Gagliano 
(1972) that the liquid phase can be neglected because the heat 
of fusion is small when compared to the latent heat of 
vaporization. 

Although most models neglect the natural convection, other 
papers, such as by Sparrow et al., (1977), have considered this 
effect and found it to be of importance at low energy fluxes. 

This study assumes that the laser beam has a spatial varia
tion, and thus a two-dimensional model for the temperature 
distribution within the substrate is required. Further, it was 
assumed at first that the thermophysical properties are con
stant, but modifications were made to allow for different ther-
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kt/a2<pcp, and 

mal conductivities of the liquid and solid phases. The model 
was developed to describe the physical processes until the 
vapor just forms, so that movement of the vapor away from 
the surface will not be considered. Natural convection will be 
neglected in the liquid pool, and radiation losses from the sur
face will be neglected since these are very small in comparison 
to the energy absorbed from the high intensity laser beam. 
Similar assumptions have been made by Ready (1965) and 
Bar-Isaac and Korn (1973). 

Mathematical and Numerical Description 
The temperature distribution within a metal irradiated by a 

laser beam is a function of both radius and depth. Physically, 
as the metal is heated by the laser beam, radial and axial con
duction are important energy transfer mechanisms. As the 
metal melts and then vaporizes, latent energy becomes 
important. 

The conservation of energy equation written in dimen-
sionless form is 

T ; v + (l/r')7y. + T'Z,Z, -H'(t')=Tt, (1) 

where T' =(T-T0)/T0, r'=r/a,z' =z/a, V 
H'{t')=[HJm+HJvyTacp. 

The boundary and initial conditions in dimensionless form 
are: 

dT'/dz'=aQ/T0katr'<l,dT'/dz'=0atr'>l 

at the surface [z' =0] 
dT'/dz'=0asz'-~oo,dT'/dr'=0asr'~cx> 

dT'/dr'=0atr'=0, T'(r',z', 0) = 0 
A finite difference scheme with relaxation was used to 

transform equation (1) and the initial and boundary condi
tions, and a modified Gauss-Seidel procedure was used to 
solve for temperature. 

The computer model initially determines element 
temperatures assuming no latent effects (H' = 0). A com
parison is made to the phase transformation temperatures. If 
the element temperature is greater than the melt or vaporiza
tion temperature, the solution procedure is repeated but for 
this iteration accounting for the latent effects. The element 
undergoing phase change will be held at the transformation 
temperature. Using this post-iterative method, the latent 
energy required for the phase changes and the phase boundary 
positions were determined for each time interval 

Equation (2) determines the fraction of melt and vapor 
formed during a specific time interval 

fm = lT'-T'm]/{Hm/(T0*cp)] 

fv = IT' - T'v}/([Hv/(T0*cp)} - (Hm/Hv)*[l -FJ j 
where F,„ is the summation of the fraction melted in all 
previous time intervals. 

Results and Discussion 
Computer results were compared to available experimental 

and analytical solutions in an effort to verify the model. Von 
Allmen (1976) has predicted spot center temperatures for cop
per where surface temperatures as a function of time are given 
for two laser intensities. Good agreement between this model 
and Von Allmen exists during the initial heating and melting 
phases. The time required to complete vaporization is very 
close for both models, about 0.9 ^s for this model and 1.0 fis 
from Von Allmen for an intensity of 180 MW/cm2. 

A comparison was also made between results obtained by 
Abrams and Viskanta (1974) using fluorite with conduction 
only and different thermal conductivities for each phase, solid 
and liquid; the analytical solution for different thermal con
ductivities by Carslaw and Jaeger (1959); and the results ob
tained using this model. The results of this model fall between 
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Fig. 1 Surface radial temperature distribution after 10 jis 

Fig. 2 Spot center temperatures for different laser profiles at various 
times 

the analytical solution and temperatures calculated by Abrams 
and Viskanta. 

After verification, the model was used to predict transient 
temperature distributions in aluminum for high-intensity laser 
irradiation. Using different laser heat flux distributions at the 
surface, metal temperatures were predicted as a function of 
radius, depth, and time. All laser profiles examined (constant, 
linear, parabolic, and Gaussian) had the same energy fluence 
based upon a constant intensity of 10 MW/cm2. As laser pro
files are made flatter, the radial distribution will approach a 
constant. Realistically, most laser profiles have a modified 
Gaussian distribution. 

There is a wide variation in the temperature distribution 
predicted for the various laser profiles. For a constant laser in
tensity the radial temperature distribution is virtually constant 
except near the laser beam edge where temperatures decrease 
sharply as shown in Fig. 1. A constant laser intensity would 
result in a one-dimensional temperature profile; several in
vestigators have made this assumption including Ready 
(1965). 

Other laser beam profiles produce a variable radial 
temperature distribution, as shown in Fig. 1. The Gaussian 
distribution, due to its exponential behavior, exhibits much 
higher temperatures at the spot center while temperatures fall 
off drastically beyond this point. Similar results have been 
reported by Paek and Gagliano (1972) for radial distributions 
outside of the hole produced by laser drilling using an 
analytical approach. 

Figure 2 further illustrates this as a function of time at the 
laser beam center. As time increases the metal temperature in
creases so that melting and eventually vaporization occur to 
different extents for various profiles. The Gaussian profile 
vaporizes within 1 ^s and this is consistent with that reported 
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Fig. 3 Radial temperature distributions for the parabolic intensity pro
file for various depths (layer thickness Az = 21.8 /im) 

Fig. 4 Radial location of liquid-solid and liquid-vapor phase bound
aries (layer thickness Az = 21.8 ;tm; layers are numbered; laser beam 
radius, a = 0.2 cm) 

experimentally by Ready (1965) and Von Allmen (1976),while 
the constant laser profile does not vaporize within 10 /xs. 

Figure 3 shows the radial temperature distribution for 
various depths at a fixed time (10 LIS) using a parabolic laser 
profile. Similar trends were exhibited by the different laser 
profiles and the results of the parabolic are presented and 
discussed as representative results for all profiles. Due to the 
large incident energy flux absorbed at the surface, the surface 
layer exhibits a wide variation in temperature from vaporiza
tion to ambient. This layer has metal that has melted and 
vaporized. The layer just below the surface (Az = 21.8 /*s) 
where conduction dominates has some metal (40 percent) that 
has melted, while no vaporization has occurred. Beyond this 
depth, no phase transformation has taken place and only sen
sible heating of the metal by conduction has caused the 
material to heat up. The motion of the phase boundary is il
lustrated in Fig. 4. 

The laser profile has a large effect on the phase boundary 
location. The constant profile melts farther radially but takes 
the longest time to do so, and only melts at the surface layer. 
The Gaussian profile does not melt as far radially but does 
melt to a greater depth and exhibits melting in the third layer 
as shown in Fig. 4. Vaporizaiton also occurs with the Gaussian 
profile in both the first and second layers. 

Conclusions 
1 A two-dimensional cylindrical model using finite dif

ferencing was developed to determine transient temperature 

distributions with phase changes in materials irradiated by a 
laser beam. 

2 The radial intensity profile of the laser beam is a critical 
parameter in determining temperature distributions. 

3 A Gaussian intensity profile results in high spot center 
temperatures, which decrease rapidly in the radial direction. 

4 The Gaussian profile does not melt/vaporize as far 
radially but does melt/vaporize to a greater depth than the 
other intensity profiles. 
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Analysis of the Radiative and Conductive Heat Transfer 
Characteristics of a Waste Package Canister 

K. Vafai1 and J. Ettefagh1 

1 Introduction 
This paper presents an investigation on the effects of 

stabilizers on the heat transfer characteristics and the 
temperature distribution inside a waste package canister. 
Figure 1 depicts the stabilizers and the canister, which is filled 
up with hundreds of smaller diameter (relative to the canister) 
rods. Due to the large number of rods inside the canister, a full 
experimental simulation of the canister as shown in Fig. 1 is 
not practical. 

The numerical simulation will take advantage of the sym
metry of the problem and is therefore based on the wedge 
shown in Fig. 2. The numerical experiments were done for 
three cases. The first two cases were either conduction or 
radiation dominated. In the third case both radiation and con
duction mechanisms were considered. Because of the compact 
packing of the rods the diffusion approximation was used for 
the cases where radiation was considered. In all the cases the 
natural convection contribution was considered to be negligi
ble compared to the radiative and conductive contributions. 
This is a reasonable assumption due to the compact packing of 
the fuel rods in the canister. Furthermore, the neglect of 
natural convection provides a conservative basis for in
vestigating the maximum allowable temperature inside the 
waste canister. 

The numerical simulation is based on solving the governing 
two-dimensional energy equations in two separate domains us-
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Fig. 3 Radial temperature distributions for the parabolic intensity pro
file for various depths (layer thickness Az = 21.8 /im) 

Fig. 4 Radial location of liquid-solid and liquid-vapor phase bound
aries (layer thickness Az = 21.8 ;tm; layers are numbered; laser beam 
radius, a = 0.2 cm) 

experimentally by Ready (1965) and Von Allmen (1976),while 
the constant laser profile does not vaporize within 10 /xs. 

Figure 3 shows the radial temperature distribution for 
various depths at a fixed time (10 LIS) using a parabolic laser 
profile. Similar trends were exhibited by the different laser 
profiles and the results of the parabolic are presented and 
discussed as representative results for all profiles. Due to the 
large incident energy flux absorbed at the surface, the surface 
layer exhibits a wide variation in temperature from vaporiza
tion to ambient. This layer has metal that has melted and 
vaporized. The layer just below the surface (Az = 21.8 /*s) 
where conduction dominates has some metal (40 percent) that 
has melted, while no vaporization has occurred. Beyond this 
depth, no phase transformation has taken place and only sen
sible heating of the metal by conduction has caused the 
material to heat up. The motion of the phase boundary is il
lustrated in Fig. 4. 

The laser profile has a large effect on the phase boundary 
location. The constant profile melts farther radially but takes 
the longest time to do so, and only melts at the surface layer. 
The Gaussian profile does not melt as far radially but does 
melt to a greater depth and exhibits melting in the third layer 
as shown in Fig. 4. Vaporizaiton also occurs with the Gaussian 
profile in both the first and second layers. 

Conclusions 
1 A two-dimensional cylindrical model using finite dif

ferencing was developed to determine transient temperature 

distributions with phase changes in materials irradiated by a 
laser beam. 

2 The radial intensity profile of the laser beam is a critical 
parameter in determining temperature distributions. 

3 A Gaussian intensity profile results in high spot center 
temperatures, which decrease rapidly in the radial direction. 

4 The Gaussian profile does not melt/vaporize as far 
radially but does melt/vaporize to a greater depth than the 
other intensity profiles. 
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Analysis of the Radiative and Conductive Heat Transfer 
Characteristics of a Waste Package Canister 

K. Vafai1 and J. Ettefagh1 

1 Introduction 
This paper presents an investigation on the effects of 

stabilizers on the heat transfer characteristics and the 
temperature distribution inside a waste package canister. 
Figure 1 depicts the stabilizers and the canister, which is filled 
up with hundreds of smaller diameter (relative to the canister) 
rods. Due to the large number of rods inside the canister, a full 
experimental simulation of the canister as shown in Fig. 1 is 
not practical. 

The numerical simulation will take advantage of the sym
metry of the problem and is therefore based on the wedge 
shown in Fig. 2. The numerical experiments were done for 
three cases. The first two cases were either conduction or 
radiation dominated. In the third case both radiation and con
duction mechanisms were considered. Because of the compact 
packing of the rods the diffusion approximation was used for 
the cases where radiation was considered. In all the cases the 
natural convection contribution was considered to be negligi
ble compared to the radiative and conductive contributions. 
This is a reasonable assumption due to the compact packing of 
the fuel rods in the canister. Furthermore, the neglect of 
natural convection provides a conservative basis for in
vestigating the maximum allowable temperature inside the 
waste canister. 

The numerical simulation is based on solving the governing 
two-dimensional energy equations in two separate domains us-
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Fig. 1 Schematic of the waste package canister and the position of the 
fuel rods and the stabilizers 
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Fig. 2 Numerical grid system used for the wedge and the stabilizer 

ing the ADI technique. A Cartesian mesh size of (31 x 6) is 
used for the stabilizer and a polar mesh size of (31 x 7) is used 
for the wedge. The two domains are solved simultaneously 
and are then integrated together through the numerical 
scheme. It has been found that this procedure gives very ac
curate and stable results. The effects of variations of the 
thickness of the stabilizer and the variations of the surface 
temperature of the canister on the temperature distribution 
and the hot spots inside the canister were analyzed. For each 
case the full transient temperature distribution inside the 
canister with and without the stabilizer is investigated. It is 
found that the stabilizers are quite effective for reducing the 
overall temperature of the waste canister for typical design 
conditions. It is also found that the stabilizers shift the loca
tion of the hot spots inside the canister. 

2 Analysis and Computational Scheme 
The problem is modeled as a transient two-dimensional heat 

transfer in two domains: a porous medium (comprised of fuel 
rods) and the stabilizer. As shown in Fig. 2(b), a polar coor
dinate system is used for the wedge and a Cartesian coordinate 
system is used for the stabilizer. The governing equations for 
the transient two-dimensional heat transfer in the wedge and 
the stabilizer, which are based on a diffusion approximation 
for radiative transfer, are: 

bT /dxT d2T\ 'd2T 

'Vdx2' (1) 

r/, m r. , dT , T 1 d I dT\ 1 d2Tl 

Kl-^PA^^, _ = * . [ _ _ ( , _ ) + _ _ J 

3aR L r dr\ dr I r2 dd \ 30/ 
(2) 

where T is the temperature, t the time, E the porosity, pf the 
fluid (air) density, ps the solid density, Cj the fluid heat capaci
ty, cs the solid heat capacity, qs the heat generation per unit 
volume, as the thermal diffusivity of the stabilizer, ke the ef
fective conduction thermal conductivity of the wedge, aR the 
Rosseland mean absorption coefficient, a the 
Stefan-Boltzmann constant, and [x, y] and [r, 6] are the cor
responding Cartesian and polar coordinate systems for the 
stabilizer and the wedge, respectively. 

To solve equations (1) and (2) there is a need to estimate the 
values of ke and aR. The conductive effective thermal conduc
tivity ke was calculated by obtaining the average of two 
statistical bounds as described in Tien and Vafai (1979). It 
should be noted that the above procedure provides an estimate 
of the thermal conductivity and not an exact value. An 
estimate for the Rosseland mean absorption coefficient is 
more complicated. To obtain an estimate for aR the governing 
radiative equations are analyzed from two different ap
proaches. These are the net-radiation method and the diffu
sion approximation. The combination of these two methods 
provides an interesting way for estimating the value of aR as 
described below. 

The general steady-state equations for determining radia
tion exchange in a gray, diffuse enclosure of n surfaces by the 
net-radiation method is given by (Siegel and Howell, 1981) 

£<*"(,-Wr/-^) 
7=1 

S('.-T*-*)-£ i = l , 2 , 3, (3) 

where Tn is the canister temperature, Tj is the temperature of 
the surface/', and Qj is the net heat transfer from the surface j . 
Considering the surface k (Qk ^ 0) as the reference surface, 
and the fact that the energy absorbed by the canister from fuel 
rods within is equal to sum of the heat losses from these rods, 
and also realizing that in most practical applications the heat 
generation from each rod is approximately the same, and the 
emissivity of each rod is the same as the emissivity of the 
canister, equation (3) can be rearranged as (Cox 1977) 

£ ( ^ - W = - l , i= 1,2,3, 
J=i 

*.-'.-(¥)(>+%-) 
_o(Tf-T*) 

Qk/Ak 

(4) 

(5) 

(6) 

where m is the number of rods in the canister, A ( the surface 
area of a single rod, and A„ is the surface area of the canister. 
Therefore the total heat transfer out of the canister is given by 

m 

Gtotal= YlQj==mQ\ 
j=i 

or 
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Fig. 3 Temperature distribution in the wedge region at steady state 

Q = mR^a(T?-T*) (7) 

Alternatively, the radial radiative heat transfer based on the 
diffusion approximation is given by (Siegel and Howell, 1981) 

4a dT4 

G r = — : -7- (8) 
3aR dr 

where the quantity kr = l6aT3/3aR is considered as an effec
tive radiative conductivity. Comparison between the total heat 
transfer obtained by the net radiation method, equation (7), 
and the radiative diffusion method, equation (8), yields the 
estimated value for the Rosseland mean absorption coefficient 
aR. To evaluate aR two quantities are needed: /?, and 7V 
From equation (5) Rl can be obtained in terms of Zt and the 
value of Zt is in turn obtained by the numerical solution of 
equation (4) for all Zj. These equations are solved by Cox 
(1977) and the values of Zj are all tabulated. This tabulation is 
done in terms of different shape factors, which are based on 
different pitch-to-diameter ratios. In the waste package prob
lem, due to the compactness of the packing, the ratio of pitch 
to diameter is very close to 1. Using this ratio the value of Z, 
could then be found from Cox (1977). However, the universal 
connector temperature Tx is an unknown quantity at this 
point. Therefore, a short iteration loop is required in the 
numerical scheme to come up with the correct estimate of aR. 
Another and more direct way of obtaining the value of aR is 
by using equations (5), (7), and (8) to obtain aR in terms of Z, 
and dT4/dr\r . Then using an iteration procedure dT4/dr\r 

and hence aR can be obtained from the numerical results. In 
this work the latter approach, which is considered to be more 
accurate, is used to come up with an estimate of the Rosseland 
mean absorption coefficient (170 m"1) . It should be men
tioned that the iteration procedure converges quite rapidly. 

Equations (1) and (2) are solved by finite difference approx
imation. The ADI method is used for the numerical solution 
of the governing equations. The region between the stabilizer 
and the wedge requires special consideration. This is because 
the temperature at the common boundary between the wedge 
and the stabilizer is an unknown. To overcome this difficulty a 
numerical scheme is devised based on satisfying two physical 
constraints at the common boundary between the wedge and 
the stabilizer. The first physical constraint is the equality of 
the temperature for both the stabilizer and the wedge at their 
common boundary. The second physical constraint is the 
equality of the heat fluxes at the boundary between the wedge 
and the stabilizer. The criteria for the convergence have been 
based on the relative heat flux difference and the relative 
temperature difference in both domains using a tolerance of 
1.0 x 10-7 . 

3 Boundary Condition for the Canister 

In performing the numerical investigations there is a need 
for a reasonable estimate for the canister surface temperature. 
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Fig. 4 Heat flux distribution from the wedge to the stabilizer 
temperature distribution in the stabilizer 

and 

This is done by noting that at steady state the total heat 
generated within the canister must be equal to the amount of 
heat transferred from the canister to the surrounding host 
rock. This heat transfer occurs by a combination of convec
tion and radiation through the air gap, and conduction 
through the overpack material. Assuming one-dimensional 
conduction through the overpack the total heat transfer from 
the canister can be written as 

where 

Qa 

Q - Qconv + Qrad — Qcond 

2lck(TB-TA) 
: ° n d MrA/rB) 

_ aAr(T$-TB
4) 

?rad 

e, e2 \rB/ 

2irkeft(Tc - TB) 

\n{DB/Dc) 

The temperatures Tc, TB, and TA are the canister, interface of 
the overpack material and the air gap, and interface of the 
overpack material and the geological media, respectively. The 
expression for &eff is taken from the work of Raithby and 
Hollands (1975) for two concentric cylinders. Using the above 
equations and Tc = 175 °C (based on some empirical data) the 
estimated canister surface temperature was found to be 
250°C. It should be noted that our transient solution is ob
tained on the basis of obtaining the canister surface 
temperature at steady state. This is a good approximation, 
since our main interest is in the steady-state results and the 
transient solution is used only to obtain an estimate of the time 
required to reach steady state. 

4 Results and Conclusions 

The results for the steady-state temperature distribution in 
the canister with and without the stabilizer for all three cases 
are shown in Fig. 3. The temperature distribution in the wedge 
is presented at 6 = 30 deg. The heat flux from the fuel rods to 
the stabilizer as a function of the distance along the stabilizer 
and the temperature distribution in the stabilizer are shown in 
Fig. 4. All the results presented here are based on actual 
physical dimensions and thermophysical data, which are 
planned for the waste package canister (Table 1) 
(Westinghouse Report, 1983). Although the temperature 
distribution in the stabilizer was considered to be two dimen
sional, the computational results indicated that the 
temperature distribution in the stabilizer is almost one dimen-
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Table 1 Characteristics of a spent fuel package 

Canister Characteristics 

sional as can be seen in Fig. 5. Even though this was found to 
be true for all cases investigated, nevertheless the stabilizer 
computations must be carried out in two dimensions. This is 
because of the need for computing the heat flux at the com
mon boundary in both the stabilizer and the wedge sections. 
The maximum allowable temperature inside of the canister for 
all cases is 7"crit = 375°C (Westinghouse Report, 1983). As can 
be seen in Fig. 3, the maximum temperature criteria are met 
for the conduction case with or without the stabilizers. 
However, since the criteria are barely met for the case without 
the stabilizer, the stabilizer does provide a needed margin of 
safety. Also seen in Fig. 3 is the shift of the hot spots from the 
inner core (without the stabilizer) to a location inside the fuel 
rod region (with the stabilizer). This shift was observed in all 
the cases investigated; however the shift can hardly be seen 
from Fig. 3 for the first and third cases, whereas in the radia
tion case it is more pronounced. The reason for this shift can 
be traced back to heat flux distribution along the stabilizer. As 
seen in Fig. 4 the heat flux distribution along the stabilizer 
goes through an S shape behavior. This is due to the wedge 
geometry, which produces two opposing effects. Due to the 
wedge geometry of the fuel rods the amount of heat generated 
at each circular strip increases in the radial direction. On the 
other hand as r increases the circular strips become closer to 
the host rock, which has the lowest temperature in the wedge 
region. Therefore, these two opposing effects produce the heat 
flux distribution, which in turn creates the shift in the hot 
spots. This shift in the location of the hot spots, which is 
observed in all cases, is especially valuable since it causes a 
distance between the highest temperature in the canister and 
the universal connector, which is the most crucial component 
of the waste package canister. As can be seen in Fig. 3, based 
on radiative heat transfer only, the maximum temperature 
criteria are not met for the case without the stabilizer. 
Therefore, if the radiation is the dominant heat transfer 
mechanism, the stabilizers are required to meet the maximum 
temperature criteria. Figure 3 also indicates that for the case 
when both the conductive and radiative mechanisms are pres
ent the maximum temperature criteria are met with or without 
the stabilizer. However, the stabilizer again provides a margin 
of safety for the canister. It should be noted that for all cases 
the steady-state conditions were reached in less than two days. 
In the process of analyzing the three cases, i.e., conduction 
only, radiation only, and combined conduction and radiation, 
we have in effect also analyzed the effects of variations of the 
total effective thermal conductivity on the performance of the 
stabilizers. 

To investigate the effects of an increase in the thickness of 
the stabilizer on the temperature distribution inside the 

canister, the thickness of the stabilizer was doubled. From the 
numerical experiments it was found that the increase in 
thickness of the stabilizers did not provide any significant 
reduction (about 8 percent) in the temperature distribution or 
the hot spots inside of the canister. This was found to be true 
for all situations studied in this work. The effects of 
temperature variations at the surface of the canister were also 
investigated. The outside surface temperature of the canister 
around the periphery was varied from its constant value by as 
much as ±10 percent. It was found that this surface 
temperature variation does not impose any significant changes 
on any of our conclusions. 

Acknowledgments 
This research was supported by Battelle Memorial Institute 

and the Department of Energy under contract No. DE-
AC02-83-CH10140. 

References 
Carslaw, H. S., and Jaeger, J. C , 1973, Conduction of Heat in Solids, 2nd 

ed., Oxford Press, United Kingdom. 
Cox, R. L., 1977, Radiative Heat Transfer in Arrays of Parallel Cylinders, 

ORNL-5239, Oak Ridge, TN. 
Raithby, G. D., and Hollands, K. G., 1975, "A General Method of Obtaining 

Approximate Solutions to Laminar and Turbulent Free Convection Problems," 
Advances in Heat Transfer, Vol. 11, pp. 265-315. 

Siegel, R., and Howell, J. R., 1981, Thermal Radiation Heat Transfer, 2nd 
ed., McGraw-Hill, New York. 

Tien, C. L., and Vafai, K., 1979, "Statistical Bounds for the Effective Ther
mal Conductivity of Microsphere and Fibrous Insulation," AIAA Progress 
Series, Vol. 65, pp. 135-148. 

Westinghouse Electric Corporation, 1983, "Waste Package Reference Con
ceptual Designs for a Repository in Salt," WSTD-TIME-001. 

A Note on the Solutions of Thermal Radiant Energy In
terchange Problems 

R. M. Saldanha da Gama1 

1 Introduction 
The interchange of radiant energy among diffusely emitting 

and diffusely reflecting opaque surfaces, separated by 
radiatively nonparticipating media, is a phenomenon gov
erned by systems of integral equations. If it is assumed that 
temperature fields are known, these systems are linear and 
may have, as unknown, the local radiosities over each surface 
considered. 

We shall develop our discussion for an enclosure composed 
of M diffusely emitting and diffusely reflecting opaque sur
faces. If we assume that the medium is radiatively nonpar
ticipating, all the energy that leaves a region of a given surface 
will reach one (or more) of the other (M- 1) surfaces and/or 
itself. 

This principle enables us to write the energy balance for the 
enclosure in the following way (Saldanha da Gama, 1985): 

Bl(\,ri)=el(\,rl)eb(\,T,(rl)) 

M 

+ P/(X, r,) £ Bj^> Sj)Kir„ Sj)dA i=l,2,...,M 
j=i •>AJ 

(1) 

in which X is the wavelength, r, is the position over the surface 
/, Sj is also the position over the surface / (the character s is 
employed for integration variables), e, (X, /-,•) is the mono-
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Outside diameter 
Length 
Weight, gross 
Initial heat load 
Material of construction 
Quantity of spent fuel assemblies 

Quantity of spent fuel pins/assemblies 
Quantity of spent fuel assemblies/wedge 
Container 

Outside diameter 
Inside diameter 
Length 
Material of construction 
Maximum surface temperature 
Rosseland mean absorption coefficient 

62 cm 
400 cm 
8390 kg 
6600 W 
carbon steel 
12 pressurized-water 

reactor (PWR) 
264 
2 (PWR) 

84.5 cm 
64.5 cm 
446.5 cm 
carbon steel 
175°C 
170 m " 1 

Source: Westinghouse Electric Corporation, 1983. 
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Table 1 Characteristics of a spent fuel package 

Canister Characteristics 

sional as can be seen in Fig. 5. Even though this was found to 
be true for all cases investigated, nevertheless the stabilizer 
computations must be carried out in two dimensions. This is 
because of the need for computing the heat flux at the com
mon boundary in both the stabilizer and the wedge sections. 
The maximum allowable temperature inside of the canister for 
all cases is 7"crit = 375°C (Westinghouse Report, 1983). As can 
be seen in Fig. 3, the maximum temperature criteria are met 
for the conduction case with or without the stabilizers. 
However, since the criteria are barely met for the case without 
the stabilizer, the stabilizer does provide a needed margin of 
safety. Also seen in Fig. 3 is the shift of the hot spots from the 
inner core (without the stabilizer) to a location inside the fuel 
rod region (with the stabilizer). This shift was observed in all 
the cases investigated; however the shift can hardly be seen 
from Fig. 3 for the first and third cases, whereas in the radia
tion case it is more pronounced. The reason for this shift can 
be traced back to heat flux distribution along the stabilizer. As 
seen in Fig. 4 the heat flux distribution along the stabilizer 
goes through an S shape behavior. This is due to the wedge 
geometry, which produces two opposing effects. Due to the 
wedge geometry of the fuel rods the amount of heat generated 
at each circular strip increases in the radial direction. On the 
other hand as r increases the circular strips become closer to 
the host rock, which has the lowest temperature in the wedge 
region. Therefore, these two opposing effects produce the heat 
flux distribution, which in turn creates the shift in the hot 
spots. This shift in the location of the hot spots, which is 
observed in all cases, is especially valuable since it causes a 
distance between the highest temperature in the canister and 
the universal connector, which is the most crucial component 
of the waste package canister. As can be seen in Fig. 3, based 
on radiative heat transfer only, the maximum temperature 
criteria are not met for the case without the stabilizer. 
Therefore, if the radiation is the dominant heat transfer 
mechanism, the stabilizers are required to meet the maximum 
temperature criteria. Figure 3 also indicates that for the case 
when both the conductive and radiative mechanisms are pres
ent the maximum temperature criteria are met with or without 
the stabilizer. However, the stabilizer again provides a margin 
of safety for the canister. It should be noted that for all cases 
the steady-state conditions were reached in less than two days. 
In the process of analyzing the three cases, i.e., conduction 
only, radiation only, and combined conduction and radiation, 
we have in effect also analyzed the effects of variations of the 
total effective thermal conductivity on the performance of the 
stabilizers. 

To investigate the effects of an increase in the thickness of 
the stabilizer on the temperature distribution inside the 

canister, the thickness of the stabilizer was doubled. From the 
numerical experiments it was found that the increase in 
thickness of the stabilizers did not provide any significant 
reduction (about 8 percent) in the temperature distribution or 
the hot spots inside of the canister. This was found to be true 
for all situations studied in this work. The effects of 
temperature variations at the surface of the canister were also 
investigated. The outside surface temperature of the canister 
around the periphery was varied from its constant value by as 
much as ±10 percent. It was found that this surface 
temperature variation does not impose any significant changes 
on any of our conclusions. 
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1 Introduction 
The interchange of radiant energy among diffusely emitting 

and diffusely reflecting opaque surfaces, separated by 
radiatively nonparticipating media, is a phenomenon gov
erned by systems of integral equations. If it is assumed that 
temperature fields are known, these systems are linear and 
may have, as unknown, the local radiosities over each surface 
considered. 

We shall develop our discussion for an enclosure composed 
of M diffusely emitting and diffusely reflecting opaque sur
faces. If we assume that the medium is radiatively nonpar
ticipating, all the energy that leaves a region of a given surface 
will reach one (or more) of the other (M- 1) surfaces and/or 
itself. 

This principle enables us to write the energy balance for the 
enclosure in the following way (Saldanha da Gama, 1985): 
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chromatic emittance, and />, (X, /•,-) is the monochro
matic reflectance at the point /•,-. 

The monochromatic radiosity will be denoted here by 5, (X, 
/-,•) for the wavelength X and position /•, (over the surface i). 

The kernel K(rh Sj) has the following properties: 
(a) K(rh Sj) = 0 if the points r, and Sj cannot exchange 

energy directly. 

(b) K(r„Sj)=K(sj,r,) (2) 

m „ 

(c) E L K(rhSj)dA = \ 

for all rh 1</<M (3) 
All real surfaces reflect a finite amount of the incident 

energy, in each wavelength range. This fact is sufficiently 
strong in order to assure existence and uniqueness of the solu
tions 5,(X, r,) for equation (1). However, in this paper, we 
shall show that this sufficient condition is not necessary. Ac
tually we may assume that, over some surfaces, the 
monochromatic reflectance is equal to one (perfectly reflecting 
surface), if some conditions are satisfied. 

Equation (1) may be rewritten in the following way 
TB = f (4) 

in which B is the vector field with components Bi (X, rf) and 
the vectors field T B and £ have their / component given as 

TB), =Bi(X,r,) 

- M X . r,) E BJ^' Sj)K(r„ Sj)dA (5) 

f,=el(\,r,)eb(\,Tl(rl)) (6) 
In engineering calculations we generally look for the local 

heat flux, which is the amount of heat transfer per unit time 
and unit area, which is given, at the point rh by 

?/(/•,) = j " (*/(X,i-,) 

- E Bj{\ Sj)K{r„ Sj)dA)dK (7) 
; = i JAj ' 

that represents the difference between all thermal radiant 
energy that leaves the surface /', at the point /•,-, and all the inci
dent thermal energy at the same point. 

2 Existence and Uniqueness of Solution 
In order to show that equation (1) (or equation (4)) has a 

solution it is sufficient to show that the linear operator T has 
an inverse. This inverse exists if and only if (Kreyszig, 1978) 

TB = 0=»B = 0 (8) 
In order to show that assertion (8) holds, we look for the 

solutions of the homogeneous system 
M 

B,(\, r,) =p,(X, r,) E Bj(\, Sj)K(r„ Sj)dA, 
j=\ JAJ 

i=\,2,...,M (9) 
If equation (9) admits only the trivial solution then the 

assertion (8) holds. 
From equation (9) we may write the following inequality 

(Kreyszig, 1978): 

l5 ;(X,/- /)l<p,(X,/-,)E \BJ(\,SJ)\ 
;= i JAJ 

K(r„Sj)dA, i=l,2,...,M (10) 
since p,(X, r,) and K(rh Sj) are positively valued functions. 

Aiming to show that the solution of equation (9) must be the 
trivial solution, let us integrate the inequality (10) over all con
sidered .4( (1 < / < M) which, taking into account equation 
(2), gives us 

M M 

E L l*,(X,r,)ld,4:sE (l*,(X,r,)l 

(t,\A.Pj{\Sj)K{ri,Sj)dA)dA) 

(11) 

In order to prove the existence of T *, it is necessary and 
sufficient to show that 

E Pj(\,Sj)K(rhSj)dA<\ 
j=i ""j 

fora l l l</<M (12) 
Aiming to satisfy the above inequality it is sufficient 

(because of equation (3)) to show the existence of a region Ak 
such that 

(l-pk(\,sk))Klr„st)dA>0 

foralll<('<M 
and this implies that 

M 

E \Bi(\,ri)\dA = Q 

(13) 

(14) 

Physically the sufficient condition (13) says that the ex
istence of a certain region Ak that can exchange radiant energy 
directly with all the points in the enclosure (composed by the 
M surfaces) and that has reflectance pk (X, sk) lower than one 
is sufficient for the existence of T ~'. It is important to notice 
that the quantity M of considered surfaces is arbitrary, being 
chosen in a convenient way. 

In real problems the sufficient condition (13) is always 
satisfied because all surfaces have reflectance lower than one, 
and this fact is sufficient for inequality (12) to hold. 

Uniqueness may be shown taking into account the fact that 
T is a linear operator. This enables us to write that 
ifTB* = fandTB** = f 

thenT(B*-B**) = 0 (15) 

The existence of T"1 assures that B* = B**, which means 
uniqueness. ~ 

3 Upper and Lower Bounds for the Solution 
Considering equation (3) we may prove that there are 

always two points rk and rn, in each wavelength, that satisfy 
the following inequality for all /•,: 

M 

Bk(\,rk)> E BJ^> Sj)K(r„ Sj)dA 
y = l JAJ 

a5„(X,r„) (16) 
Aiming to establish an upper bound for the solution, let us 

take equation (1), combined with inequality (16), at the point 
rk 

Bk(\,rk)<ek(\,rk)eb(\,Tk(rk)) 

+ pk(\,rk)Bk(\,rk) (17) 

Since the surfaces are opaque and it is assumed that the 
radiation is not polarized we may write (Sparrow and Cess, 
1978) 

ek(\,rk) = l-pk(\,rk) (18) 
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which, associated with inequality (17), allows us to conclude 
that 

Bk(\,rk)<eb(\,Tk(rk)) (19) 

By a procedure analogous to the one previously used we 
may write the following inequality: 

B„(\rn)>tn(\,rn)eb(\,Tn(rn)) 

+ pn(\,r,,)Bn{\,rn) (20) 

which, because of equation (18), allows us to conclude that 

B„{Krn)>eb(\,T„ (/•„)) (21) 

The inequalities (19) and (21) provide us an upper bound 
and a lower bound to monochromatic local radiosity in a 
radiation heat transfer problem. 

With these bounds we can, from the knowledge of 
temperature fields, establish a priori the maximum and the 
minimum values that can be assumed by the monochromatic 
radiosity. This assertion may be expressed as 

MAXIMA, ^ ^ ( A . O s M I N t M A , T)] (22) 

for all A and /•,, where MAX[ ] and MIN [ ] are the maximum 
and the minimum values assumed (for each wavelength) by the 
black-body emissive power in the considered enclosure. 

These bounds may be obtained a priori, through Planck's 
law (Planck, 1959), because the temperature fields are known. 

4 Solution Through Neumann Series 
All diffuse radiation heat transfer problems, through non-

participating media, may have their solution expressed in 
Neumann series. 

Let us take equation (1) in the following form: 

B - S B = f (23) 

in which the / component of vector S B is given as 

M 

SB), =P ;(A, r,) £ Bj(A, Sj)K(rit Sj)dA (24) 

Now, we define the metric d(u, y) as 

d{u, v) = sup I u, (A, r,) - Vi(\, /•,) I (25) 

for each A, in which the considered fields are bounded as the 
monochromatic radiosity. The supremum is taken over all 
points /-,-, over all surfaces ;', with 1 <i<M. 

In order to show that S is a contraction, we have 

d(Su, Sy) < sup I Uj (A, r ;) - v,• (A, r,) I 

' s u p l p / ( X , r , ) £ l K(r„Sj)dA\ (26) 
j = l JAJ 

From equation (3) we conclude that 

^(Su, Sv)<sup[p,(A, r,)]d(u, v) (27) 

In a real problem we always have 

suptp,-(A, /-,)]< 1 (28) 

which assures that the operator S is a contraction. 
The solution of equation (lF(or equation (23)) may be 

evaluated, because S is a contraction, by the following con
vergent Series: _ 

R B - Q B = g (30) 

in which the i components of vectors RB, Q B, and g are 

B = f+ XJs"f 
P=\~ 

(29) 

called the "Neumann Series." 

5 A Variational Principle 
We may rewrite equation (1) by using only self-adjoint 

operators (Helmberg, 1969). In this way we have 

RB),=-
1 

•B,(\,r,) 
P/(A, /•,•) 

QB),= E L Bj(\, Sj)K(rh Sj)dA 

gi = 
e ; (X, r,.) 

eb{\ T,(r,)) 

(31) 

(32) 

(33) 
P,(X, n) 

The vector field B that satisfies equation (30) (or equation 
(1)) is the vector field that makes the extremum the functional 
/[B], given as (Saldanha da Gama, 1985) 

/[B] = <QBlB>-<RBlB>+2<glB> (34) 

in which the inner product " < I > " is defined as 

M 

< u l X > = L u,(\, ri)v,(\, r,)dA (35) 
i = l ,>Ai 

and the admissible vector fields need to satisfy <BIB> < oo. 
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which, associated with inequality (17), allows us to conclude 
that 

Bk(\,rk)<eb(\,Tk(rk)) (19) 

By a procedure analogous to the one previously used we 
may write the following inequality: 

B„(\rn)>tn(\,rn)eb(\,Tn(rn)) 

+ pn(\,r,,)Bn{\,rn) (20) 

which, because of equation (18), allows us to conclude that 

B„{Krn)>eb(\,T„ (/•„)) (21) 

The inequalities (19) and (21) provide us an upper bound 
and a lower bound to monochromatic local radiosity in a 
radiation heat transfer problem. 

With these bounds we can, from the knowledge of 
temperature fields, establish a priori the maximum and the 
minimum values that can be assumed by the monochromatic 
radiosity. This assertion may be expressed as 

MAXIMA, ^ ^ ( A . O s M I N t M A , T)] (22) 

for all A and /•,, where MAX[ ] and MIN [ ] are the maximum 
and the minimum values assumed (for each wavelength) by the 
black-body emissive power in the considered enclosure. 

These bounds may be obtained a priori, through Planck's 
law (Planck, 1959), because the temperature fields are known. 

4 Solution Through Neumann Series 
All diffuse radiation heat transfer problems, through non-

participating media, may have their solution expressed in 
Neumann series. 

Let us take equation (1) in the following form: 

B - S B = f (23) 

in which the / component of vector S B is given as 

M 

SB), =P ;(A, r,) £ Bj(A, Sj)K(rit Sj)dA (24) 

Now, we define the metric d(u, y) as 

d{u, v) = sup I u, (A, r,) - Vi(\, /•,) I (25) 

for each A, in which the considered fields are bounded as the 
monochromatic radiosity. The supremum is taken over all 
points /-,-, over all surfaces ;', with 1 <i<M. 

In order to show that S is a contraction, we have 

d(Su, Sy) < sup I Uj (A, r ;) - v,• (A, r,) I 

' s u p l p / ( X , r , ) £ l K(r„Sj)dA\ (26) 
j = l JAJ 

From equation (3) we conclude that 

^(Su, Sv)<sup[p,(A, r,)]d(u, v) (27) 

In a real problem we always have 

suptp,-(A, /-,)]< 1 (28) 

which assures that the operator S is a contraction. 
The solution of equation (lF(or equation (23)) may be 

evaluated, because S is a contraction, by the following con
vergent Series: _ 

R B - Q B = g (30) 

in which the i components of vectors RB, Q B, and g are 

B = f+ XJs"f 
P=\~ 

(29) 

called the "Neumann Series." 

5 A Variational Principle 
We may rewrite equation (1) by using only self-adjoint 

operators (Helmberg, 1969). In this way we have 

RB),=-
1 

•B,(\,r,) 
P/(A, /•,•) 

QB),= E L Bj(\, Sj)K(rh Sj)dA 

gi = 
e ; (X, r,.) 

eb{\ T,(r,)) 

(31) 

(32) 

(33) 
P,(X, n) 

The vector field B that satisfies equation (30) (or equation 
(1)) is the vector field that makes the extremum the functional 
/[B], given as (Saldanha da Gama, 1985) 

/[B] = <QBlB>-<RBlB>+2<glB> (34) 

in which the inner product " < I > " is defined as 

M 

< u l X > = L u,(\, ri)v,(\, r,)dA (35) 
i = l ,>Ai 

and the admissible vector fields need to satisfy <BIB> < oo. 
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h = time-averaged heat transfer 
coefficient 
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qm = initial heat flux of the heated 
surface 

T = temperature 
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t = time 
x = distance from the heated surface 

x* = thickness of liquid film 
5 = dimensionless thickness of liquid 

film 

6 = dimensionless temperature = 
(T-T,)/(Two-T,) 

X = thermal conductivity 
£ = dimensionless distance 

= xV4afT0 

p = density 
T = dimensionless time = t/T0 

Subscripts 

/ = liquid 
5 = solid 

Introduction 

Heat transfer is markedly enhanced when bubbles generated 
on a heated surface in a narrow space pass through the narrow 
space under the conditions of bubble or slug flow. Ishibashi 
and Nishikawa (1969) explained the mechanism of enhance
ment by means of a transient thermal conduction model in 
which 70 percent of the total heat transfer was transported by 
convection and the remainder by latent heat. However, it 
was assumed tha t the surface t empera tu re re
mained constant in spite of disturbances caused by passing 
bubbles. In addition, the analysis differs from the actual 
phenomenon since evaporation of the liquid film on the sur
face when a bubble passes by depends on the heat flux and the 
period of the rising bubbles. These effects should cause dif
ferences between theoretical and experimental results. 

Kusuda et al. (1981) measured the temperature change of 
the heated surface due to the passing bubbles by using an elec
trically heated stainless steel foil as the heated surface. They 
proposed a model for the enhancement of heat transfer based 
on the relationship between the change of the surface 
temperature and period of the passing bubble. However, com
parison of theoretical and experimental results was made over 
an experimental range that was not sufficient to elucidate the 
mechanism of the enhancement of the heat transfer due to the 
passing bubble. 

The present study will discuss characteristics of the enhance
ment by applying the model proposed by Kusuda et al. (1981) 
to constant temperature and constant heat flux without 
evaporation at the interface. 

Theoretical Analysis and Its Solution 

The model of Kusuda et al. (1981) for heat transfer 
enhancement will be explained briefly. This model is based on 
the following assumptions: Most of the superheated liquid is 
swept away by the bubble passing along the heated surface; a 
thin liquid film always remains between the heated surface and 
the passing bubble, but evaporation from its surface can be ig
nored; and liquid at the bulk temperature again covers the 
heated surface immediately after the bubble passes. Based on 
their assumptions, a model of heat conduction for a semi-
infinite solid, as shown in Fig. 1, allows the problem to be 
treated since the thickness of the remaining liquid film is very 
thin compared with the width of the narrow space; that is, the 
ratio of its thickness to its width would be less than 1/10 and 
the value of 4a{fB is the order of 10~4 m. The existence of 
this liquid film has been pointed out by many studies (for ex
ample, Bretherton, 1959) but its thickness remains uncertain. 

The basic equation for the model shown in Fig. 1 is as 
follows: 

x* x m 
Fig. 1 Physical model of heat transfer enhancement 

[Initial conditions] 
T=T -
•* l wo 

T=T, 

dT 
dt ' 

d2T 

(q„0/\,)x 0<x<x 

[Boundary condition] 
dT 

<7...„ + (oct 

X* <X 

\ V 

dx dt 
x = 0 

(1) 

(2) 

(3) 

(4) 

The exact solution of equations (l)-(4) is given by equation 
(5). From equation (5), the temperature of the heated surface 
is immediately given by equation (6) and the periodic solution 
by equation (7). 

1 1" 
d(f ,T) = ( l - B , { ) — ^ - | " ( l + B i f + 2 B 1 B 2 ) e r f c ( - t i ) 

- K l - i W x c r f c ^ ) + 5, 
7 ( e - ( « + « ) 2 / 4 r + e - ( S - J ) 2 / 4 ) 
TT 

+ ( f i 1 5 2 - 5 1 5 + l ) e ( ( * + f > / s 2 + ^ 2 ) e r f c ( ^ i | + ^ - ) 

(5) 

#w (0 , r) = l - ( l + f l , f l 2 ) e r f c ( - 4 = ) + 25 J— e™62/4f 

+ ( 5 , 5 2 - 5 , 6 + l)e<5 / s2+^2>erfc(-4= + — i _ ) 
\2Vr B2 ) 

(l+5,52)erfc(5/2)—?=- 5 , e ^ 2 / 4 - ( 5 , 5 2 - 5 , 5 + 1) 
vV 

x g(8/s2+ i / ^ ) e r f c ( 6 / 2 + I/B2) = 0 

(6) 

(7) 

In this study, the characteristics of solutions for two special 
cases of heated surfaces with a constant heat flux and a 
constant temperature will be developed including two limiting 
states of 5 = 0 and c°. 

The exact solution for a constant heat flux can be easily 
derived by substituting 5 2 = 0 into equation (5) 

tf^,T)=l-B15~[(l+B1f)erfc(-^i-)+(l-B1g) 

xerfcf — ) 
V 2v7 / 

+ 5 , - ( e - ( « + { ) 2 / 4 T + e - ( S - » 2 / 4 T ) (g) 

From equation (8), the temperature of the heated surface 
becomes 
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OW{T) = erf(6V2v7) + 2B{J e 
v
 IT 

and the periodic condition becomes 

- 6 2 / 4 T (9) 

B,=V7r/2e62/4erfc(5/2) (10) 

Figure 2 shows the change in the heated surface temperature 
calculated from equation (9) during one period. 

The exact solution for the constant temperature heated sur
face cannot be derived by letting B2 ~ oo in equation (5). Ac
cordingly, we solve equations (l)-(3) again, but with T„ = 
const to give the constant temperature solution as follows: 

* « , T ) ! B - L [ ( l - B 1 e e r f c ( - ^ - ) + ( l + l » 1 0 e r f c ( - ^ - ) 

(11) -BJ— (e-«+s>2/4'-e-(«-*)2/4T) 
^ IT 

From equation (11), the wall heat flux becomes 

qw(r)/qwo =erf(6/2v7) + _ _ < ! / £ , - 6 ) e -i^Ur (12) 

and the periodic solution becomes 

Bl = l/[5 + V^res2/4erfc(5/2)] (13) 

Figure 3 shows the change in the heat flux at the wall 

calculated from equation (12) during one period. 

Relationship Between Heat Transfer Coefficient and Period 
of Passing Bubbles 

The time-averaged heat transfer coefficient is defined as 
follows: 

h 
r„ Jo 

QwU) 

T„(t)-T, 
•dt (14) 

The resulting heat transfer coefficient for the constant heat 
flux case is: 

h-iaff0 

- < • 

1 

\ ' J 0 erf(5/2v7) + 2B, VTTTT e~ 
and for the constant temperature case is: 

dr (15) 

W a , r ° - J B 1 e r f ( 6 / 2 ) + -
-B,8 

\ Vx 

-S(l+Bl/2-Bld)erfc(.d/2) (16) 

Figure 4 shows the relationship between IvfafTgfK, and 5 = 
x*/^fa^T0, which can be calculated from equations (15) and 
(16), and the periodic solutions calculated from equations (10) 
and (13). A broken line in Fig. 4 shows the relationship when h 
is independent of T0. The data for water and qwo = 4500 
W/m2 from the experiment of Kusuda et al. (1981) are all 
shown in the figure (the thickness x" cannot be measured and 
the results are based by assuming that x* = 50 ^m). In addi
tion, the theoretical result of Ishibashi and Nishikawa (1969) 
cannot be exactly placed in the form as shown in Fig. 4, 
because the thickness x* is not known and the period T0 is 
related to the heat flux and clearance of a channel. Their result 
can be rearranged for h and T0 as follows: 

M^T0/\, = C(a,T0)
l/9 

It is seen from Fig. 4 that as the value of 5 = x*/\fa,T0 

becomes large, the value of h approaches the broken line and 
ultimately becomes independent of T0 for 5 > 7. Under the 
limiting condition that 5 > 7, the enhancement of heat 
transfer due to the passing bubble becomes saturated and 
more enhancement cannot be expected. The upper limits of 
the heat transfer coefficients for the constant heat flux and 

<f 

1 

0.5 

r\ 

\ "-—~̂ ___̂  ^3****' 
\ 6=1.0 ^ < ^ 

\ J^^S^ 

\ / / / 

/ ' •"" / ' z? 
/ / * / ' .4* 

^ 
j 

i 
1 1 , 1 1 , 1 , , 

0.5 

>o 

Fig. 2 Variation of heated surface temperature for constant heat flux 

Fig. 3 Variation of heat flux of heated surface held at constant 
temperature 

Fig. 4 h VaTfo/X, versus 6 (= x'l^faj,,) 

temperature cases are given by equations (17) and (18), 
respectively, 

h(TW0-Tl)/qW0 = hx*/\l= f l (17) 

2/3 (18) 

It should be noted that neither an initial temperature Two in 
the constant heat flux solution nor an initial heat flux q„0 in 
the constant temperature solution can be determined by the 
present analysis, so two initial values must be determined by 
an alternative method such as an experiment. In addition, it 
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may be of importance to give the temperature profiles in the 
liquid on the heated surfaces with the constant heat flux and 
the constant temperature in the limiting case of 8 > 7. Each 
temperature profile for 8 > 7 derived from equations (8) and 
(11) becomes the same 

0x/\{Tm-Tl) = \-x/x* (19) = l-<7» 

Equation (19) shows that the temperature profile in the liquid 
is independent of time. 

On the other hand, as 5 = x*/^latT0 becomes small, the 
value of h~4a{T0/ A, approaches constant values as follows: 

MatT0/\, = "fK for the constant-heat-flux case (20) 

= 2 / V T for the constant-temperature case (21) 

Although the thickness x* was not measured, the condition 8 
<K 1 appears when T0 » 1. Under such conditions, the 
temperature and heat flux of the heated surface completely 
recover to the initial state, corresponding to the steady-state 
temperature and the heat flux without passing bubbles. Defin
ing the heat transfer coefficient as h0 for the steady state 
without passing bubbles, we have h/h0 = 2 for both cases 
under the condition of 5 « 1. 

Conclusion 

The enhancement of heat transfer from bubbles passing has 
been studied theoretically. The enhancement of the heat 
transfer due to the passing bubble becomes saturated for 8 > 
7, yielding its upper limits for constant-heat-flux and 
constant-temperature conditions predicted by equations (17) 
and (18). Analogous heat transfer coefficients for 8 « 1 are 
given by equations (20) and (21). 
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may be of importance to give the temperature profiles in the 
liquid on the heated surfaces with the constant heat flux and 
the constant temperature in the limiting case of 8 > 7. Each 
temperature profile for 8 > 7 derived from equations (8) and 
(11) becomes the same 

0x/\{Tm-Tl) = \-x/x* (19) = l-<7» 

Equation (19) shows that the temperature profile in the liquid 
is independent of time. 

On the other hand, as 5 = x*/^latT0 becomes small, the 
value of h~4a{T0/ A, approaches constant values as follows: 

MatT0/\, = "fK for the constant-heat-flux case (20) 

= 2 / V T for the constant-temperature case (21) 

Although the thickness x* was not measured, the condition 8 
<K 1 appears when T0 » 1. Under such conditions, the 
temperature and heat flux of the heated surface completely 
recover to the initial state, corresponding to the steady-state 
temperature and the heat flux without passing bubbles. Defin
ing the heat transfer coefficient as h0 for the steady state 
without passing bubbles, we have h/h0 = 2 for both cases 
under the condition of 5 « 1. 

Conclusion 

The enhancement of heat transfer from bubbles passing has 
been studied theoretically. The enhancement of the heat 
transfer due to the passing bubble becomes saturated for 8 > 
7, yielding its upper limits for constant-heat-flux and 
constant-temperature conditions predicted by equations (17) 
and (18). Analogous heat transfer coefficients for 8 « 1 are 
given by equations (20) and (21). 
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condensate flow, together with significant surface tension ef
fects. The fact that the heat transfer enhancement can 
significantly exceed the surface area augamentation may be at
tributable in part to the small "effective plate heights" 
associated with the fin flanks and also to the effects of surface 
tension in locally thinning the condensate film. Progress has 
been made toward the theoretical understanding of the heat 
transfer problem (see for instance Beatty and Katz, 1948; 
Honda and Nozu, 1984; and Webb et al., 1985), and for the 
related phenomenon of static liquid retention on horizontal 
finned tubes (see for instance Honda et al., 1983; Rudy and 
Webb, 1985; and Masuda and Rose, 1987). Experimentally, 
the problem is made difficult by the requirement for high ac
curacy in measuring the relatively high vapor-side heat 
transfer coefficient and the need to avoid errors that can result 
from the presence of noncondensing gas or from the occur
rence of dropwise condensation. The large number of 
variables involved also presents significant difficulty. 

The present note reports the continuation of a systematic 
experimental study. For fins of rectangular cross section, the 
effect of fin spacing on the vapor-side heat transfer coefficient 
has been observed for different condensing fluids. Work on 
steam and refrigerant 113 has been reported by Yau et al. 
(1985, 1986) and Masuda and Rose (1985). New data for 
ethylene glycol are given here. 

Apparatus and Procedure 

The apparatus was the same as that used earlier and has 
been described in detail by Masuda and Rose (1985). Vapor, 
generated in a stainless steel boiler, flowed vertically 
downward over the horizontal condenser tube. Cooling water 
was passed through the condenser tube via a float-type flow 
meter. The condenser tube and the inlet and outlet ducts were 
well insulated from the body of the test section and from the 
environment with nylon and ptfe components. Condensate 
from the tube and uncondensed vapor were led to an auxiliary 
condenser and all of the condensate was returned by gravity to 
the boiler. The boiler, vapor supply duct, and the test section 
were thermally well insulated from the surroundings. The 
temperatures at the test section, condensate return, and cool
ing water inlet and outlet were measured using thermocouples, 
which fitted tightly in closed metal tubes. In all cases care was 
taken to ensure adequate isothermal immersion of the ther
mocouple leads. An essentially adiabatic mixing section was 
located at the coolant outlet. The test-section gage pressure 
was measured with an ethylene glycol manometer. 

The test condenser tubes were of copper with 9.78 mm i.d. 
and length exposed to vapor 102 mm. The outside diameter at 
the root of fins was 12.7 mm, and the fin height and thickness 
were 1.59 mm and 0.5 mm, respectively. Fin spacings of 0.25, 
0.5, 1, 1.5, 2, and 4 mm were used. AH tests were conducted at 
near-atmospheric pressure. The apparatus was first run for 
around an hour to expel air and to achieve steady operating 
conditions. The condenser tube was viewed through a pyrex 
glass window and complete film condensation verified in all 
cases. For each tube in turn measurements were made on at 
least two separate occasions. 

Results 

The heat transfer rate to the condenser tube was found from 
the mass flow rate and temperature rise of the cooling water. 
The vapor mass flow rate and hence velocity were obtained 
from a steady-flow energy balance between the boiler inlet and 
the test section. A small correction for the thermal losses from 
the apparatus was incoporated as indicated by Masuda and 
Rose (1985). The noncondensing gas (taken to be air) content 
was estimated from the test section temperature and pressure 
using the ideal-gas mixture laws and assuming saturation con

ditions. This was in all cases found to be less than the accuracy 
with which this quantity could be determined, i.e., the mass 
fraction of noncondensing gas was less than about 0.003. All 
tests were carried out using the same boiler heater power, 
which gave a vapor velocity, at approach to the test condenser 
tube, of 0.36 m/s. 

Overall Heat Transfer Coefficients. Figure 1 shows the 
dependence of overall heat transfer coefficient on coolant 
velocity for the tubes tested. The fact that the coefficient does 
not increase monotonically with coolant velocity is due to 
local boiling of the coolant at the tube wall at low coolant 
velocity. The broken line XX in Fig. 1 indicates coolant 
velocities below which boiling occurs, calculated as outlined 
below. 

As indicated by Masuda and Rose (1985), the coolant-side 
heat transfer coefficient, when condensing steam, was well 
represented by 

Nuc = 0.03 Re™ P r c
1 / : V / ; O 0 1 4 (1) 

For each tube in turn, and for each data point, the measured 
heat flux and coolant temperatures were used with equation 
(1) to determine the tube wall temperature. This was compared 
with the temperature for onset of local nucleate boiling 

/8ff7; a t v Q,-x 1/2 
r ' = v n M/g; ) C2) 

given by Sato and Matsumura (1964) and Davis and Anderson 
(1966). The lowest coolant velocity for which boiling would 
not occur, according to equation (2), was thus established. 
The line XX in Fig. 1 divides the boiling and nonboiling 
regions. The position of XX is clearly consistant with the 
general behavior of the curves. For coolant velocities suffi
ciently high to prevent boiling, i.e., to the right of XX, the 
overall heat transfer coefficient increases with increasing 
coolant velocity as expected for single-phase forced-
convection coolant flow. To the left of XX coolant boiling, in
creasing in intensity with decreasing coolant velocity, leads to 
the behavior observed. The fact that the overall heat transfer 
coeffficient for the plain tube is virtually independent of 
coolant velocity, over the range used, indicates that the vapor-
side resistance is controlling in this case. 

Vapor-Side Coefficients. The data to the left of XX in 
Fig. 1 were discarded since the coolant-side, and hence the 
vapor-side, coefficient cannot be accurately evaluated. Vapor-
side coefficients were then determined from the overall 
measurements using equation (1) for the coolant-side 
resistance and uniform radial conduction for the tube wall. A 
"modified Wilson Plot" was also used to evaluate vapor-side 
coefficients. In this method suitable equations are used for the 
inside and outside heat transfer coefficients, which involve 
unknown (disposable) constants found by minimizing the sum 
of squares of differences between calculated and measured 
overall quantities for a set of tests where the coolant velocity is 
varied. Equation (1) (with a disposable constant in place of the 
coefficient 0.03) was used for the coolant side and a "Nusselt-
type" equation 

was used for the vapor side, where B is a disposable constant. 
For a given tube and given vapor temperature and velocity, 
tests, covering a range of coolant velocity, were used in a curve 
fitting ("least squares") procedure to determine the unknown 
constants, i.e., B and the coefficient in the coolant-side equa
tion. The tube wall was treated on the basis of uniform radial 
conduction. 

In both methods the tube wall was considered to extend 
from the inside surface to the fin roots, so that the vapor-side 
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Fig. 1 Dependance of overall heat transfer coefficient on coolant 
velocity: 
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Fig. 2 Dependence of heat flux (based on plain tube area with fin root 
diameter) on vapor-side temperature difference (symbols defined in Fig. 
1): (a) calculated using coolant-side equation (1); (b) calculated using 
"modified Wilson Plot" 

temperature difference and heat transfer coefficient include 
the effects of both fins and condensate. Details are given by 
Masuda and Rose (1985). 

As seen in Fig. 2, the two calculation methods give 
somewhat different vapor-side results but are broadly in 
agreement. Both show that the best-performing tube was that 
with a fin spacing of 1.0 mm, while the tubes with higher and 

Fig. 3 Vapor-side enhancement ratios: 
v ethylene glycol, present work: vapor-side coefficient from 

"modified Wilson Plot 
a ethylene glycol, present work: vapor-side coefficient found using 

equation (1) for coolant side 
x refrigerant 113 (Masuda and Rose, 1985) 
» steam (Yau et al., 1985, 1986) 

The angles marked at the data points are values of <i given by equa
tion (7). 

lower fin spacing performed less well. The lines drawn 
through the points for the finned tubes in Fig. 2 are curve fits 
of Q = constant x AT374 in accordance, apart from secondary 
effects of property variation, with equation (3). 

As noted by Masuda and Rose (1985), the fact that vapor-
side data for finned tubes can be represented approximately by 
equation (3) indicates that the vapor-side enhancement is 
essentially independent of AT and Q, i.e., 

-Br, 

e Q — I-"finned tube 

75, 

plain tube J 

ce 
. , 4 / 3 
-eAT 

(4) 

(5) 

(6) 

eAT is the "effective" vapor-side heat transfer coefficient for 
the finned tube divided by that for a plain tube having 
diameter equal to that at the fin root, for the same AT. By "ef
fective" is meant that the area used in defining the heat 
transfer coefficient is that of a plain tube with the fin root 
diameter. Thus, in design calculations the finned tube could be 
treated as a plain tube with the fin root diameter but with a 
surface heat transfer coefficient eAT times that of the plain 
tube. The same statements may be made with regard to eQ ex
cept that the coefficients are then considered for the same heat 
transfer rate (i.e., same heat flux based on plain tube area). As 
seen from equation (6) the enhancement for the same heat flux 
is larger than for the same temperature difference. 

Such limited data as exist for steam at relatively low velocity 
(Yau et al. 1985, 1986) suggest that eAT and eQ do not depend 
strongly on vapor velocity; i.e., vapor velocity affects fined 
and plain tube coefficients approximately in the same 
proportion. 

Values of eAT were obtained from the values of B deter
mined by the two methods. Both are given in Fig. 3, together 
with vapor-side enhancement ratios, for the same tubes, for 
steam and refrigerant 113 from Yau et al. (1985, 1986) and 
Masuda and Rose (1985), respectively. It is seen that the 

Journal of Heat Transfer NOVEMBER 1988, Vol. 110/1021 

Downloaded 16 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



enhancement ratios for ethylene glycol are intermediate be
tween those for steam and refrigerant 113 and that, for 
ethylene glycol, a maximum occurs at a fin spacing of 1 mm. 

Also indicated in Fig. 3, for all the fluids, are "flooding 
angles," i.e., the angle measured from the top of the tube to 
be position at which the fin flanks are completely covered by 
retained condensate, according to Honda et al. (1983) and 
Rudy and Webb (1985), i.e., 

It is of interest to note that in all cases maximum enhancement 
occurs when the tubes are approximately half "flooded" 
(</> = TT/2). Also it is seen for both ethylene glycol and steam 
that significant enhancement is obtained even when the tubes 
are fully "flooded" (</> = 0). This presumably indicates signifi
cant enhancement at the fin tip or, conceivably, that second
ary flow effects enhance heat transfer in the "flooded" inter-
fin space. 
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